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Abstract: Job satisfaction is one of the most analysed job attitudes which may have significant positive
consequences on the individual-level and organizational-level performances, too. This is why companies have
to analyse the antecedents of job satisfaction. Work design and work characteristics have compelling impact on
employees’ job satisfaction. The aim of this paper is to identify the work characteristics with the highest
impact on job satisfaction across various occupations and positions in Romania. The empirical research had
been carried out within the Global Work Design Project initiated by the Academy of Management HR Division,
based on the work design questionnaire (WDQ) developed by Morgeson and Humphrey (2006). The Romanian
sample consisted of 394 employees from 69 organizations. In our paper we identify the job features and
characteristics which lead to high job satisfaction. The findings may have empirical implications on companies’
HR strategies not only in Romania, but also in other countries from the Central and Eastern European region.
Keywords: work design, job characteristics, job satisfaction, employee turnover, WDQ, Romania

JEL classification: M54, J81

Caxetak: 3a40BOrbCTBO NOCIIOM j€ jeaHa oA Hajuellhe aHanuaupaHux CTaBoBa 3anocneHuX Koju Mory aa uMajy
3Ha4ajHe nocneauLe Ha VHAWBMAYanHE M opraHu3aumoHe nepdopmatce. 36or HaBeaeHor pasnora je 6UTHO aa
KOMMaHuje aHanwavpajy y3poke 3a4oOBOMbCTBA 3anocrneHux. [u3ajH nocna w kapakTepucTuke nocna umajy
3Ha4ajaH yTuLaj Ha 3a0BOSbCTBO 3aMOCHEHUX pagHUM MecToM. Linrb oBor pafa je 4a YTBpAM KapakTepucTuke
nocna Koju umajy Hajehu yTuuaj Ha 3a[40BOIbCTBO MOCIIOM Y OKBMPY pasHWX 3aHWMarba U pafHWUX MecTa y
PymyHuju. EMnupmjcko uctpaxmsarbe je peanu3oBaHo y okeupy InmobanHor npojekTa ansajHa paga nokpeHyTor
on ctpaHe Opceka 3a rbyacke pecypce Akagemumje 3a MeHayMeHT, Ha Gasn YnutHuka 3a gusajH nocna (WDQ)
pasBsujeHor of ctpaHe aytopa MopreHcoH u Xamdpu (2006). Ysopak u3 PymyHuje ce cactoju op 394
3anocneHor u 69 opraHusaumja. Y oBoMm pagy aytopu cy UOEHTU(UKOBaNM AMMEH3NE U KapaKTepUCTUKe Koju
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The earlier version of this paper, entitled “The relationship between work design and job satisfaction and its implications for
Romanian companies”, was published in the Proceedings of the 28" International Scientific Conference Strategic Management and
Decision Support Systems in Strategic Management SM2023, 18-19 May 2023, Subotica, Serbia, pp.42-49.
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[O0BOAE [0 BMCOKOr HMBOA 33[0BOIbCTBA PafHUM MeCTOM. Pe3ynTatv Mory Aa uMajy npakTuiHe uMnnukaumje
Ha XP ctpateruje npegyseha He camo y PymyHuju Hero n y perwju LienTpanHe u UctouHe Espone.

Krby4He peum: au3ajH nocna, kapaktepucTuke nocna, 3afoBOrbCTBO NOCNOM, (hnykTyauuja 3anocnenux, WDQ,
PymyHuja

JEN knacudmkaumja: M54, J81

Introduction

There are numerous definitions of job satisfaction, but it is generally defined as a positive
emotional state that is derived from an individual’s experience at work (Locke, 1976). Job
satisfaction is associated with a range of positive outcomes such as increased motivation,
engagement, commitment, performance and productivity, and it has a significant impact on
reducing the employees’ turnover intention (Spector, 1997). As such, it is important for
organizations to take measures to ensure that employees are satisfied with their job roles.
Work design may be one of such measures, as it refers to the way tasks, roles, responsibilities
and activities are created, organized and structured in the workplace to achieve an
organization’s goals.

Nowadays, in the era of automatization, use of artificial intelligence and other
innovations in the work processes, work design and redesign are vital elements of human
resource management activities. Among the five core job characteristics defined by
Hackman and Oldham (1975), i.e. skill variety, task identity, task significance, autonomy,
and feedback from the job itself gets more important. The data from the European Union
confirm it, as in 2021 altogether 42% of workers across the EU27 reported a high level of
engagement at work, while in high-involvement organizations, where employees had more
control over their work and felt more involved in decision-making processes, this percentage
increased to 51% (Eurofound, 2022). Results shows that poor-quality work design (low
discretion and task complexity, high timing constraints) continue to be prevalent even when
new jobs are introduced. Even in modern workplaces workload and physical load had
intensified, while the cognitive demands of the position and job discretion declined. It may be
emphasized that in 2021, almost half of the employees in the EU27 worked at high intensity
(high speed and tight deadlines) and almost a fifth of the workers experienced emotionally
disturbing situations. At the same time, around half of the workers had the autonomy to
change the order of their tasks or the speed of their work, and to determine their work
methods (Eurofound, 2022).

The aim of this paper is to identify the work characteristics with the highest impact on
job satisfaction across a wide range of occupations and positions based on the research data
from Romanian companies, obtained within the Global Work Design Project initiated by the
Academy of Management HR Division.

The paper consists of four parts. In the first part the authors present the main
theoretical findings related to the impact of work design on job satisfaction, the second part
of the paper is devoted to the presentation of the research methodology, while the results and
discussion are given in the third part, finally conclusions are presented in the last chapter of
the paper.

Ananu ExoHomckor thakynteta y Cy6otuuy — The Annals of the Faculty of Economics in Subotica, Vol. 59, No. 50, pp. 003-017
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satisfaction in Romania

1. Theoretical background

The relationship between workers” happiness and productivity has been widely
acknowledged for a long time (Wright & Cropanzano, 2000), and several studies focus on
how organizations can ensure happy and productive workers. Work design theory also
hypothesizes a relationship between work design and job satisfaction (Morgeson &
Humphrey, 2006).

Work design, defined as “the content and organization of one’s work tasks, activities,
relationships, and responsibilities” (Parker, 2014, p. 662), is a “key determinant of employee
well-being, positive work attitudes, and job/organizational performance” (Parker, Van den
Broeck & Holman, 2017, p. 267). Work design is created and sustained both by managers
through formal decision-making processes, and by the employees themselves, through
informal or social processes, but research results point to the fact that managerial choices
have a key role (Parker, Morgeson & Johns et al., 2017).

One of the most popular job design theory, the Job Characteristics Model (JCM) of
Hackman and Oldham (1975, 1976) identifies five core job characteristics (skill variety,
task identity, task significance, autonomy, and feedback from the job itself) that can create
three psychological states of employees (experienced meaningfulness of work, experienced
responsibility for the outcome of the work and knowledge of the actual results of the work
activities) which may lead to personal and work outcomes such as high internal work
motivation, high satisfaction with the work, high quality work performance, low absenteeism
and turnover.

As a development of the abovementioned job design theory, Morgeson and Humphrey
(2006) grouped work characteristics as follows: motivational work characteristics —
including task characteristics (autonomy, task variety, task significance, task identity,
feedback from job) and knowledge characteristics (job complexity, information processing,
problem solving, skill variety, specialization); social characteristics (social support,
interdependence, interaction outside the organization, feedback from others) and contextual
characteristics (ergonomics, physical demands, work conditions and equipment use).

Jobs within broad occupational categories would differ on certain work
characteristics, i.e. knowledge characteristics and autonomy would be higher for jobs in
professional occupations than jobs in nonprofessional occupations, while jobs in
nonprofessional occupations would have higher levels of physical demands and less positive
work conditions than jobs in professional occupations (Morgeson & Humphrey, 2006).

The effect of job characteristics on employees’ attitudes may depend on national
culture and economic situation, too. A study conducted in Serbia by Culibrk and his
colleagues (2018) showed that job satisfaction in Serbia is affected by work characteristics
but, contrary to many studies conducted in developed economies, in Serbia organizational
policies and procedures do not significantly influence job satisfaction. Dramicanin et al.
(2021) got similar results, as they found that in Serbia the most important factors of job
satisfaction are communication, nature of work, relationships with co-workers and

Ananu ExoHomcxor dakynteta y Cy6otuuy — The Annals of the Faculty of Economics in Subotica, Vol. 59, No. 50, pp. 003-017
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supervision. Considering the employees’ level of education, Culibrik et al (2018) proved that
the more educated the employees are, they seem to care more about the characteristics of
their work. On the other hand, Hauff et al. (2015) found that dimensions of job characteristics
(income, independent work, and good relationships with colleagues), have similar effects on
job satisfaction and it do not vary significantly across countries.

Work redesign process may have some challenges. Individuals charged with work
design or redesign may encounter several problems. Morgeson and Humphrey (2006) state
that if a job already has high level of motivational characteristics, additional increases simply
are not feasible or will lead to negligible effects on satisfaction. The Work Design
Questionnaire (WDQ) enables assessing the different work characteristics; therefore, a wide
range of options can be considered in order to achieve different redesign goals. Other
redesign problems may appear because of the costs of increased training and compensation
requirements, and the impossibility to change the task characteristics without producing job
overload or job complexity. The authors suggest focusing on the job’s social characteristics,
as by increasing employees’ social support, the work becomes more interesting to perform
with lower training requirements (Morgeson & Humphrey, 2006).

Morgeson, Garza and Campion (2012) concluded that work characteristics may
influence various attitudinal, cognitive, behavioural and well-being outcomes. Autonomy,
task identity, task significance, task variety and feedback from the job have an impact on
subjective performance, while autonomy, task identity, feedback from the job and social
support are negatively related to absenteeism. The research of Zhao et al. (2016) pointed to
similar results. They have found that skill variety was negatively associated with job
satisfaction, but positively associated with job stress. Besides, the results of Zhao et al.
(2016) showed that high autonomy reduced job stress but did not increase job satisfaction,
while feedback improved job satisfaction but did not decrease job stress. Ali and Anwar
(2021) got interesting research results. They found that job redesign is significantly and
inversely related to employee performance. Meanwhile job satisfaction is found to be
positively and significantly related to employee performance. They also suggest that any
proposed job redesign will be an effective HR strategy to significantly mobilize employee
performance only when firms ensure that the implementation of job redesign involves the
concerned employees and enhances their job satisfaction.

According to Nielsen et al. (2017), employee well-being and performance may be
successfully improved through interventions focused on developing resources at following
levels: individual level (self-efficacy, competence, hope, optimism, resilience and job
crafting), group level (social support, good interpersonal relationships between employees,
teamwork), leader’s level (good quality relationship between leader and employees,
transformational leadership) and organizational level (the way work is organized, designed,
and managed, autonomy and HR practices).

The Gallup's engagement survey demonstrated that the relationship between
engagement and work performance is substantial and highly generalizable across
organizations. To improve employees’ productivity managers can meet the following needs:
job clarity, proper equipment and resources, work that aligns with one’s talents, consistent

Ananu ExoHomckor thakynteta y Cy6otuuy — The Annals of the Faculty of Economics in Subotica, Vol. 59, No. 50, pp. 003-017
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feedback, being cared about as a person, encouragement received for one’s development,
interest in one’s progress, opportunities to learn and grow, opinions being asked for and
considered, an organizational mission which makes the job important, co-workers
commitment to quality work and having a best friend at work (Gallup, 2020).

Furthermore, Zhao et al. (2016) show that job design may have an impact on life
satisfaction, too. They indicated that autonomy, task identity, and task significance reduced
job stress, feedback increased job satisfaction, while task significance enhanced life
satisfaction. Otherwise, high job demands combined with low decision latitude (also called as
job strain), had been associated with an increased risk of cardiovascular disease and mental
health issues. Han et al. (2020) found that high levels of job demands can evoke chronic
stress, over-fatigue and emotional exhaustion, leading to decreased job satisfaction. Other
psychosocial work factors, such as long working hours, job insecurity, effort-reward
imbalance, workplace bullying, organizational injustice, and work—family conflict also
negatively influence employees’ well-being (Niedhammer, Bertrais & Witt, 2021).

Indirectly, job characteristics may have a significant impact on employees’ turnover
intention, too. Zaharie, Kerekes & Osoian (2019) found a rather strong negative relationship
between burnout and the turnover intentions and a moderate negative relationship between
job satisfaction and the turnover intentions of the employees in the healthcare sector, while
job satisfaction weakly moderates the relationship between burnout and turnover intentions.

Job characteristics have an impact on job quality as well. The Eurofound (2022)
survey examined the following dimensions of job quality: physical and social environment
(exposure to physical risks and demands, support from their colleagues and managers,
intimidation, discrimination at work), job tasks (work intensity, emotionally disturbing
situations, autonomy), organizational characteristics (ability to influence decisions that were
important for their work, involvement in improving work organization, processes, and in
setting work objectives), working time arrangements (flexibility, work at night, work in free
time, short notice calls into work), job prospects (career advancement, opportunities for
learning), and intrinsic job features (recognition, usefulness, opportunities to use one’s
knowledge and skills). An index of job quality was constructed by comparing the job
demands (which affect workers negatively) and the job resources (which affect workers
positively) of an individual. The results show that in 2021 about 30% of EU workers were
engaged in strained jobs, where they experienced more job demands than job resources.
Despite the changes workers experienced in their work due to the COVID-19 pandemic
and the global crisis emerging afterwards, the link between job quality and the core indicators
of the quality of working life remained unbroken: job quality is positively associated with
well-being, good work-life balance, fewer work—life conflicts, better ability to make ends
meet, better work engagement and greater trust within the workplace. Working conditions
and quality of jobs influence the engagement of employees with their work: workers satisfied
with their experience at work are also more likely to engage with their work. Autonomy to
work leads to learning at work, increases creativity in the workplace and supports
organizational performance, as it encourages workers to increase their discretionary effort
(Eurofound, 2022).

Ananu ExoHomcxor dakynteta y Cy6otuuy — The Annals of the Faculty of Economics in Subotica, Vol. 59, No. 50, pp. 003-017
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In relation with COVID-19 pandemics and current energy crisis it is important to
analyse the impact of remote work on job satisfaction, too. Bellmann and Hiibler (2021)
found no clear effects of remote work on job satisfaction are revealed, but the impact on
work-life balance is generally negative. If the imbalance is conditioned by private interests,
this is not corroborated in contrast to job conditioned features. Employees working from
home are happier than those who want to work at home, job satisfaction is higher and work—
life balance is not worse under a strict contractual agreement than under a nonbinding
commitment. Remote work may lead to job instability and insecurity. The research of
Nemteanu, Dinu and Dabija (2021) conducted in Romania found that job insecurity
negatively correlates with satisfaction concerning supervisor support and promotion
opportunities, and perceived job instability has a significant negative impact on individual
work satisfaction, satisfaction with supervisor support and promotion opportunities. Taborosi
et al (2023) have found that in Serbia teleworking employees are generally more satisfied
with their job than the conventionally employed.

Based on the abovementioned theories and research results it is evident that job
characteristics have a significant impact on job attitudes, especially on job satisfaction. The
empirical part of the paper has the aim to show research results on the impact of job
satisfaction.

2. Methodology

The empirical research had been carried out within the Global Work Design Project initiated
by the Academy of Management HR Division, based on the work design questionnaire
(WDQ) developed by Morgeson and Humphrey (2006). There were four questionnaires
developed altogether: respondent employees and their supervisors completed two
questionnaires each, in two rounds. In the first round, employees had to complete a
questionnaire referring to job autonomy, task variety, task significance, task identity,
feedback from job, job complexity, information processing, problem solving, skill variety,
skill specialization, social support, interdependence, interactions outside the organization,
feedback from others, ergonomics, physical demands, work conditions and job satisfaction,
while the supervisors completed a questionnaire related to the organization and to the
performance of the respondent employees. The second round of questionnaires were
administered two weeks after the first round. This time, the employees assessed items related
to organizational culture, job satisfaction, turnover intentions and burnout, while the
supervisors evaluated the employees’ behaviour and the organizational structure. Each
construct was built of three items (statements) assessed on a5-point scale (from 1 — strongly
disagree to 5 — strongly agree).

To ensure international comparability of the Romanian data, the original English
language questionnaires were adapted to Romanian economic and social situation in several
steps. At first, members of the research team translated the questionnaire into Romanian, then
other research team members checked the Romanian translation and sent the questionnaire to
a professional translator to translate it back into English. Both the translated and back-
translated questionnaires were sent for approval to the lead team and in the final step the
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issues raised by the lead team were resolved by a researcher who did not take part in the
previous stages of translation.

The questionnaires were administered between November 2017 and September 2018.
The research was based on convenience sampling method. As data collection process
implied a considerable effort from the respondent organizations, itwas difficult to find
organizations that would allow us to complete the whole procedure, so we used personal
contacts inorder to maximize response rate. The Romanian sample consists of 394 employees
from 69 organizations. Almost two thirds (64%) of respondents are women and 36% are men,
and 70.2% are university graduates. Most of the respondents (39.5%) belong to the 20-29
years old age group, 27.9% are 30-39 years old, 18.5% are 40-49 years old and 14.1% are
over 50 years of age. Regarding the economic sector of the employing organization, 21.5% of
the respondents work in healthcare and social assistance, 13.1% in professional, scientific
and technical services, 11.0% in construction, 10.7% in manufacturing, 6.6%-6.6% in
transportation and warehousing, retail trade and educational services, 18% in other services
and 6.6% in other sectors.

In our paper we build up the model of the typical Romanian job (the average values of
the work characteristics) and compare it with the ideal one (the average values of the work
characteristics for the respondents with high job satisfaction, low turnover intention and low
level of burnout). Furthermore, we test for the correlation between the level of job
satisfaction (declared by the employees) and task performance (assessed by the supervisor).

3. Results

In order to determine the characteristics of the typical Romanian job, we aggregated the
items measuring the following constructs: job autonomy, task variety, task significance,
task identity, feedback from job, job complexity, skill variety, social support, feedback
from others and work conditions. Results are presented in Table 1.

Table 1: Values of different work characteristics and the level job satisfaction, turnover and burnout

Construct measured N Minimum | Maximum Mean Std. Deviation
Job autonomy 389 1.00 5.00 3.3973 0.79511
Task variety 392 1.00 5.00 3.8584 0.95990
Task significance 392 1.00 5.00 3.5306 1.00987
Task identity 393 1.50 5.00 4.0305 0.82299
Feedback from job 392 1.00 5.00 3.8503 0.90983
Job complexity 393 1.00 5.00 2.6113 1.01622
Skill variety 392 1.00 5.00 3.8514 0.81980
Social support 389 1,40 5.00 4.0478 0.63723
Feedback from others 390 1.00 5.00 3.3726 0.93529
Work conditions 387 1.20 5.00 3.6765 0.81485
Job satisfaction average 393 1.00 5.00 4.1433 0.72257
Task performance 394 1,50 5.00 3.9239 0.79493
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Turnover intention 393 1.00 5.00 2.6431 0.65735
Burnout 393 1.00 6.00 2.8514 1.05478
Helping behaviour 394 1.50 6.00 4.5082 1.06160
Organizational loyalty 391 1.00 6.00 4.4249 1.08647

Source: the authors’ research

The job satisfaction of each respondent was calculated by averaging the items
related to the job satisfaction constructfor both rounds. The overall value of job satisfaction
for the whole sample was 4.14 (on a scale from 1 to 5), which can be considered as rather
high. The average turnover intention of the respondents was 2.64 (on a scale from 1 to 5),
80.4% of the respondents did not consider leaving the organization (values up to 3.00) and
only 3.8% were ready to leave (values 4.00 to 5.00). The average level of burnout was 2.85
(on a scale from 1 to 6), 63.1% of the respondents were extenuated occasionally or even less
frequently (values up to 3.00), while 17.6% felt extenuated often or very often at work. The
task performance of the respondents was appreciated by their supervisors at the first round of
questionnaires. The overall performance of the respondents was described as 3.92 (on a scale
from 1 to 5); besides more than half of the employees (55.1%) performedwd (values 4.00 to
5.00) and only 17.3% of the employees were described as low performers (values up to 3.00)
according to their supervisors. The supervisors also appreciated that the employees have a
rather supportive behaviour towards their colleagues (in average 4.51 on a scale from 1 to 6)
and they also show loyalty towards the organization they work for (in average 4.42 on a scale
from 1 to 6).

Figure 1 presents the research results based on respondents’ gender and educational
level. For most of the studied constructs gender differences are not significant, except that
women perceive more social support (at the 0.01 level) and better work conditions (at the
0.01 level). Supervisors consider that women performbetter (at the 0.05 level) and are more
ready to help their colleagues (at the 0.01 level). University graduates have jobs which
provide significantly higher task autonomy (at the 0.01 level) and more feedback (at the 0.05
level); they also perceive more feedback from others (at the 0.01 level) and more social
support (at the 0.05 level), while those without university degree have to face significantly
more complex jobs (at the 0.01 level). The supervisors appreciated that university graduates
have significantly higher (at the 0.01 level) task performance, helping behaviour and
organizational loyalty than those without a degree. However, there is no significant
difference between the job satisfaction averages of these two groups, and the turnover
intention of university graduates is significantly higher (at the 0.05 level).
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Figure 1. Work characteristics and elements of employee behaviour, by gender and education
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According to the results presented in Table 2, in the Romanian sample job satisfaction
correlates significantly (at the 0.01 level) and positively with the following work
characteristics:
= job autonomy (Pearson correlation = 0.378)
= task variety (Pearson correlation = 0.517)
= task significance (Pearson correlation = 0.456)
= task identity (Pearson correlation = 0.403)
= feedback from job (Pearson correlation = 0.379)
= skill variety (Pearson correlation = 0.469)
= social support (Pearson correlation = 0.354)
= feedback from others (Pearson correlation = 0.385)
= work conditions (Pearson correlation = 0.145)

On the other hand, job satisfaction correlates significantly (at the 0.01 level) and
negatively with job complexity (Pearson correlation = -0.229).
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Table 2: Values and significance of the Pearson correlation coefficients of different work characteristics
and job satisfaction

Variet Signifi- Identit Feed- Job Skill Social Feed- Work Job satis-
Y| cance y back complexity | variety support back conditi | faction
from from ons
job others
Pearson corr. | 425(**)| .250(**)| .170(**) | 313(**)| -0.070 3020%%) | 2600%%)| 334(*¥) | 229(**)| 378(**)
Autonomy
Sig. (2-tailed) | 0.000 | 0.000 | 0.001 0.000 | 0.166 0.000 0.000 | 0.000 0.000 | 0.000
Vai Pearson corr. | 1 49209 163(%) | 30100%)| -452%%) | .558(*%) | .164(*¥)| 209(**) | -0.038 | .517(**)
ariety
Sig. (2-tailed) 0.000 | 0.001 0.000 | 0.000 0.000 0.001 | 0.000 0453 | 0.000
Signifi- Pearson corr, 1 AL18(*) | 335(%%)| -.180(**) | .536(**) | .283(**)| .258(**) | 0.032 | 456(**)
cance Sig. (2-tailed) 0.000 0.000 | 0.000 0.000 0.000 | 0.000 0,526 | 0.000
denti Pearson corr. 1 A56(4%)| 14207%) | 324(%%) | 309(*%)| 297(**) | .156(**)| .403(**)
entity
Sig. (2-tailed) 0.000 | 0.005 0.000 0.000 | 0.000 0.002 | 0.000
Feedback | Pearson corr. 1 S108(%) | .2500%) | 304(%)| S513(%%) | 207(%)| 379(*%)
from job Sig. (2-tailed) 0.034 0.000 0.000 | 0.000 0.000 | 0.000
Job Pearson corr. 1 -307(**) | 0.074 | 0.084 0.095 | -229(*%)
complexity | g (2-tailed) 0.000 0.146 | 0.098 0.063 | 0.000
Skill variety| Pearson corr, 1 2210%%)| .190(*%) | 0,012 | .469(*%)
Sig. (2-tailed) 0.000 | 0.000 0.816 | 0.000
Social Pearson corr. 1 A50(**) 213(¥*%) | 354(**)
support Sig. (2-tailed) 0.000 0.000 | 0.000
Feedback Pearson corr. 1 250(%*%) | .385(*%)
from others - -
Sig. (2-tailed) 0.000 0.000
Work Pearson cor. 1 145(%%)
conditions | g6 (2.ailed) 0.004

**_ Correlation is significant at the 0.01 level (2-tailed).

*, Correlation is significant at the 0.05 level (2-tailed).
Source: the authors’ research

Our results (presented in Table 3) confirm previous findings about the positive
relationship between job satisfaction and task performance (Pearson correlation = 0.265).
Furthermore, the results show that job satisfaction significantly (at the 0.01 level) and
correlates positively with the respondents’ readiness to help out colleagues at work (Pearson
correlation = 0.345) and with the loyalty towards the organization (Pearson correlation =
0.468). Another important research result, which may have an implication for HR
management too, is that job satisfaction correlates significantly (at the 0.01 level) and
negatively with turnover intention (Pearson correlation = -0.292) and burnout (Pearson
correlation = -0.167).
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Table 3: The correlation between different work characteristics and job satisfaction

Task Turnover Helping Org.
performance | intention Burnout behaviou loyalty
r

Job Pearson 265(**) =292(%%) | -167(**) | .345(*%) A68(**)
satisfaction Correlation

Sig. (2-tailed) 0.000 0.000 0.001 0.000 0.000
Task Pearson 1 -0.009 0.016 557(%%) .605(**)
performance Correlation

Sig. (2-tailed) 0.858 0.751 0.000 0.000
Turnover Pearson 1 339(%*) | -.140(**) - 159(**)
intention Correlation

Sig. (2-tailed) 0.000 0.006 0.002
Burnout Pearson 1 -0.022 -0.013

Correlation

Sig. (2-tailed) 0.657 0.800
Helping Pearson 1 TA8(FF)
behaviour Correlation

Sig. (2-tailed) 0.000
Organizational | Pearson 1
loyalty Correlation

Sig. (2-tailed)

**_ Correlation is significant at the 0.01 level (2-tailed).

*. Correlation is significant at the 0.05 level (2-tailed).
Source: the authors’ research

In order to identity the work characteristics which lead to high job satisfaction, the
respondents were divided into three groups:

- 263 respondents (67.0%) belong to the group of employees with high job satisfaction
(at least 4.00, mean value 4.55),
- 104 respondents (26.4%) belong to the group of employees with moderate job
satisfaction (3.00 to 3.99, mean value 3.56) and
- 26 respondents (6.6%) belong to the group of employees with low job satisfaction (1.00
to 2.99, mean value 2.38).

The ANOVA test shows that all differences between the means are significant (at
the 0.01 level), except the one regarding work conditions. Figure 2 presents that jobs
which ensure high satisfaction have values over 4 (on a 1 to 5 scale) for task variety, task
identity, feedback from job, skill variety and social support, and values over 3.5 for task
autonomy, task significance and feedback from others, while job complexity is rated only
2.44.
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Figure 2: Work characteristics of respondents with different levels of job satisfaction
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The benefits of high job satisfaction are given in Figure 3. Respondents belonging
to the high job satisfaction group perform better, are more helpful and more loyal to the
organization they work for, based on the appraisal of their supervisors. Moreover, the
burnout level and turnover intention of those with high job satisfaction is lower. The
ANOVA test demonstrates that all these differences are significant at the 0.01 level.

Figure 3: Performance and behaviour of respondents with different levels of job satisfaction
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Conclusion

It is essential for organizations to understand the link between work design and job
satisfaction in order to ensure job satisfaction of their employees. Studies have
shown that work design plays an important role in jobsatisfaction. Work autonomy and
job design have a strong influence on employees’ satisfaction levels. Our results confirm
previous findings that job satisfaction correlates positively with job autonomy, task variety,
significance and identity, feedback from the job, skill variety, social support, feedback
from others, and workconditions. On the other hand, job satisfaction correlates negatively
with job complexity.

Although there is no significant difference between the job satisfaction of female
and male respondents, women perceive more social support, benefit from better work
conditions, but also perform better and are more ready to help their colleagues. There is no
significant difference between the job satisfactions of those with and without a university
degree either, but the jobs of university graduates provide higher task autonomy, more
feedback, and more social support, while those without university have to face complex
jobs. Despite university graduates perform better, have higher levels of helping behaviour
and organizational loyalty, their turnover intention is significantly higher than of those
without a degree.

An important research implication concerns to HR management. In order to define
HR activities and processes it is important to know that employees with high job
satisfaction perform better, are more helpful and more loyal to the organizations they
work for. Furthermore, the burnout level and turnover intention of thosewith high job
satisfaction is lower. Organizations may increase the job satisfaction and individual-level
performances of their employees by increasing the level of control the employees have
over their work. Besides, it is important to design and redesign jobs in a manner that they
offer a high degree of task variety and identity.

The limitation of the study is the overrepresentation of women, university
graduates and employees from healthcare sector in the sample. Therefore, the job
characterized by the mean values of the constructs can’t be considered the “typical
Romanian job”. Still, the relationship between the work characteristics and job
satisfaction, as well as between job satisfaction and performance, burnout and turnover are
clearly demonstrated by our data and the managerial implications are valid. To reveal the
implications of the COVID-19 pandemics, the research should be repeated in the coming
years, but with a simplified methodology (only one round of questionnaires).
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Abstract: The aim of this paper is to analyse three approaches in order to give a comprehensive analysis of the
efficiency of the banking sector in Serbia. The paper analyses the intermediate, operating and profitability
approach for measuring bank efficiency in order to give an answer to the question which is the most efficient and
where can be improvements made. The paper applies a non-parametric data envelopment analysis (DEA) on a
sample of 23 banks operating in Serbia in the period during and after the covid-19 pandemic, i.e. for 2019, 2020
and 2021. The results of the analysis showed that efficiency is the highest according to the intermediate approach,
while the efficiency of banks is the lowest in the approach of measuring profit efficiency. The fact that the lowest
levels of efficiencies in each approach were achieved by small banks with a small market share should be added
to the results of the analysis. The results of the research are certainly influenced by low interest rates and the
activities of mergers and acquisitions, which are intensive on the Serbian banking market.

Keywords: DEA, Bank efficiency, intermediary approach, operating approach, profitability approach.

JEL classification: G21, G14, C61, C67

Caxertak: Llurb oBor papa je fa aHanuaom Tpu npucTyna aa cseobyxsaTHy aHanuay eukacHOCTH NOCMoBakba
GaHkapckor cektopa Cpbuje. Y pagy ce KopucTe WHTepMeawjapHW, OnepaTWBHW MPUCTYN U MPUCTYN
ehnKacHOCTM reHepucarba NpoduTa y Lurby AaBara OLroBOPa Ha NUTake Koju OA kKX je HajedmKkacHuju 1 rae
ce Mory yuuHuTH nobosbluarba. Y pagy je npuMerseHa HenapameTtapcka aHanusa obaBujeHoCTM nogataka Ha
y30pky oa 23 BaHke koje mocnyjy y Cpbuju y nepuog youn v HakoH naHaemuje covid-19, Tj. 3a 2019, 2020 A
2021. roguHy. Peayntatu aHanuae cy nokasanu fa je Hajgeha ecukacHOCT Npema UHTEPMEAMjaHOM NpucTyny,
0K je Hajmarba edpmkacHOCT BaHaka y npucTyny Mepeta reHepucara npodmta. Pesyntatma aHanuse Tpeba
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[0aTW YiHEHWLY 1A Cy HajMakbe HUBOE e(hnKacHOCTU NocTu3ane Mane 6aHke ca ManuM TPXULWHUM yyellhem.
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Introduction

The financial system of Serbia relies mainly on banking institutions. Therefore, the
efficiency of the banking sector is crucial for the functioning of the financial system. Banks
are the most supervised institutions by the National bank of Serbia. After the global
financial crisis, the Basel Committee on Banking Supervision strengthened the standards of
banks supervision focusing more on the risk management regarding the capital (capital
buffers) (Martin, 2021) and for the first time liquidity was also supervised by Basel III
standards (Milojevi¢c & Redzepagi¢, 2021). Besides the regulation and supervision of
banks, one important analysis is the efficiency of the banks operating in the financial
system. Efficiency analyses are important for the decision makers in the banks as well as
for the policy makers.

Efficiency can be measured in many different ways. The aim of this paper is to
measure the efficiency of the banks operating in Serbia using and comparing different
approaches. Namely, the functioning of banking institutions can be considered throughout
the intermediary function, operating function and profitability function. Considering these
facts, we analyse and compare the efficiency of all three functions of the banks in order to
have a systematic overview of the banks’ efficiency in the Serbian banking sector and to
give an answer which function is the most efficient in the Serbian baking sector. This
comparison of all three approaches is rare in the literature; therefore, this paper aims to fill
this gap. In this way there is a contribution from the theoretical as well as from the practical
point of view as this systematic approach covers the gap in literature and gives also a basis
for the decision makers in the banking industry.

For the purpose of our research, we use data envelopment analysis (DEA). DEA is a
non-parametric method of efficiency analysis of the decision making unit. The decision
making units in our research are the banks. DEA was used first time by Charnes et al.
(1978) and since then widely used also for the efficiency measuring of companies and
financial institutions.

We use DEA on the sample of all Serbian banks in the period from 2019 to 2021.
Our aim is to compare three different approaches used in the banking sector analysis and to
show which banks are more efficient regarding the different approaches.

The paper is structured as follows. After the introduction, we present the theoretical
background on which our research is based. Data and methodology part of the paper is
committed to the sample and the methodology of our research. The results and discussion
section includes the results of the descriptive statistics and the DEA analyses of the banks.
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The conclusion summarizes the results of our research and gives recommendations for
further research.

1. Literature review

Charnes, Cooper and Rhodes (1978) were the first to apply data envelopment analysis in
their research. Since then DEA is widely used in all industries where efficiency is in the
focus of the measurement. DEA technical efficiency models can be input or output
oriented, dependent on the desirable decision making demand. According to that it can
measure the ability to get the maximum output without modifying the inputs, and second it
can measure the achievement of the given output levels by minimizing the input variables.
In the bank efficiency literature, the starting point is that the bank will use a business model
that minimizes the input prices and the costs of its output variables or a model that
maximizes profits by the given the prices (Hughes & Mester, 2008). The former is input
oriented and the latter is output oriented.

Using DEA models in the finance industry, especially in the banking industry, many
approaches have been set. The literature in this field is focused basically on one approach
and rarely considers all approaches together. Besides that, DEA analysis is widely used as
two-stage analysis. It is important in the stage analysis to make a difference between
internal and external two-stage models.

Internal two-stage DEA models are known also as network DEA models. These
models are structured in two stages (Chen et al., 2009). One type of efficiency is measured
in the first stage and another type of efficiency in the second stage, but the output variables
in the first stage are at the same time the input variables in the second stage. So, for
example, there can be several combinations of efficiency measures: cost efficiency and
productive efficiency (Wanke & Barros, 2014); the deposit producing process efficiency
and the profit earning process efficiency (Wang et al., 2014); profit efficiency and market
efficiency (Liu et al., 2015; Lu & Lo, 2006; Seiford & Zhu, 1999).

External two-stage models use the combination of DEA analysis in the first stage
and a regression analysis in the second stage (Milenkovi¢ et al., 2022; Paleckova, 2019;
Simar & Wilson, 2011; Sufian, 2010). In these models, DEA efficiency index is measured
first, and some regression methods like Bootstrap, Tobit, OLS, AHP, ANN and others are
used in the second stage (Henriques et al., 2020).

Regarding the several approaches used in DEA analysis and variables used in them,
there is no consensus in the literature which variables are used. There are even differences
in variables used in the same approach. The use of the variables depends on the decision
making unit (DMU) and the desirable efficiency that should be analysed. In the following
subsection, we synthesize the variables used in different approaches in the existing
literature.
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1.1. Branch efficiency approach

The branch efficiency is a service oriented approach which measures mostly the cost
efficiency of the banks’ branches. This approach uses bank level data. Cvetkoska and Savi¢
(2017) use a sample of eight branches. They use a survey to collect data for the input and
output variables. In their case, the input variables are personnel, equipment, business
premises, and material expenses, and the output variables are lending to citizens, corporate
lending, domestic payment operations — total transactions, domestic payment operations —
officers, domestic payment operations — average per employee, bank cards, ATM
transactions, POS terminals and imprinters transactions, denar saving passbooks, foreign
currency saving passbooks and current accounts, deposits structure, realized inflows from
legal entities, realized outflows from legal entities, total F/X purchase, inflows from
individuals, and outgoing payments from individuals (Cvetkoska & Savi¢, 2017).

Wu et al. (2006) use the neutral network DEA approach to evaluate branch
efficiency of the banks. They use a sample of large Canadian banks. The inputs used in this
model are personnel expenses and other expenses of the branches, and the output variables
are deposits, revenues and loans of the branches.

Paradi and Zhu (2013) give an overview of the branches research using DEA in their
research, with all inputs and outputs used in different studies.

1.2. Intermediary approach

The intermediary approach is used for comparisons between banks and cross-country
comparisons of banks. This approach is based on the primary function of the bank the
intermediation; therefore, this approach measures the efficiency of generating loans
and other placements from the available sources.

Boda and Zimkova (2015) use total deposits, total capital and operating
expenses as input variables, and total loans and net interest income as output variables.

Sufian (2011) is one of the rare authors that compare different approaches. In his
intermediary approach he uses deposits, labour and capital as input variables, and loans
and investments as output variables. Similar to Sufian (2011), Barros et al. (2011) use
the number of employees, deposits and total assets as inputs, and loans and securities as
outputs.

Milenkovic et al. (2022) use the intermediary DEA approach in the first stage
using deposits, labour expenses and capital as inputs, and loans and investments as
output variables.

Jemric and Vujicic (2002) combine balance sheet data and survey data, while in
comparison of the operating and intermediary approach they use the following
variables for the intermediary approach: fixed assets and software, number of
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employees and total deposits received as inputs; total loans extended and short-term
securities issued by official sectors - CNB bills and MF treasury bills as outputs.

1.3. Operating approach

The operating approach considers the efficiency of banking operations; it is also called
the production approach. The aim of this approach is to minimize the operational costs
of the banks.

In comparison to the intermediary approach, Jemric and Vujicic (2002) use
interest and related costs, commissions for services and related costs, labour related
administrative costs (gross wages), and capital related administrative costs
(amortization, office maintenance, office supplies etc.) as input variables in their
operating approach. For the output variables, they use interest and related revenues, and
non-interest revenues (commissions for provisions of services and related revenues).

Paleckova (2019) measures the cost efficiency of the Czech and Slovak
commercial banks using interest expenses, other operating expenses and personal
expenses as inputs and interest income as the output variable.

In his comparative research into the operating approach, Sufian (2011) uses the
following inputs: interest expenses, labour, and the following variables for the outputs
interest income and non-interest income.

Boda and Zimkova (2015) use capital and total operational expenses as input
variables, and total deposits, total loans and net interest income for the output
variables.

1.4. Profitability approach

The profitability or also value-added approach is used to measure the efficiency of
earning revenue in banks. It is commonly used in bank efficiency measurement
because of the importance of profit in financial institutions like banks.

In the efficiency of the profit earning process, Wang et al. (2014) use deposits as
the input variable in the second stage and non-interest income, interest income and
non-performing loans as the output variables.

Sufian (2011) has a different view of the profitability approach and he uses
labour, capital and interest expenses as inputs, and deposits, loans and investments as
output variables in his research.

Profit oriented approach by Bod’a and Zimkova (2015) means that the input
variable is total operating expense and the output variable is net interest income.

In the first stage of the DEA efficiency analysis, Seiford and Zhu (1999) use the
profitability approach using employees, assets and equity as inputs, and revenues and
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profits as output variables. The same variables are used by Luo (2003) in his research
on profitability and marketability efficiency of large banks.

2. Data and methodology

In this paper, efficiency of the Serbian banking sector in the last three years will be
analysed as the relation between achieved outputs and used inputs. Therefore, Data
Envelopment Analysis (DEA) is a very popular and suitable method for efficiency
assessment of various decision making units (DMUs). DEA tends to present DMUSs’
efficiency in outputs maximization while using minimum inputs or inputs minimization
when attaining maximum outputs. Additionally, DEA is conducted based on existent
and known data on inputs and outputs. In this analysis, banks that operate on Serbian
market in 2019, 2020 and 2021 will be observed as different DMUs and their
efficiency will be calculated by three different approaches: intermediary, operating and
profitability approach. These approaches use the same DEA methodology, while the
selection of input and output variables differs, as presented in the Table 1.

Table 1: Description of efficiency approaches

Intermediary approach Operating approach Profitability approach

Inputs:  Deposits,  Labour, | Inputs: Interest expenses, | Inputs: Loans, Investments

Capital Labour, Non-interest expenses

Outputs: Loans, Investments Outputs: Interest income, Non- | Outputs: Interest income, Non-
interest income interest income, Net income

Source: the authors’ research

For intermediary approach deposits, labour and capital are used as input
variables, while loans and investments are output variables. The operating approach
uses different variables. Interest expenses, labour and non-interest expenses are on the
side of inputs, while interest income and non-interest income are selected on the side of
outputs. The third approach which will be applied is profitability approach, which uses
loans and investments as input variables and interest income, non-interest income and
net income as output variables. All values of the variables are presented in thousands of
RSD.

Data were collected from the National Bank of Serbia database. Descriptive
statistics for all input and output variables are presented in Tables 2, 3 and 4. The
descriptive statistics shows that there are no significant changes in the values of the
input and output variables during the considered three years.
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Table 2: Descriptive statistics for input and output variables in 2019 shown in 000 RSD

25

Minimum Maximum Standard deviation Mean
Deposits 3148129.00 538672810.00 137469847.29 177353752.00
Capital 1413215.00 100067067.00 29568573.20 43630100.00
Loans 3445960.00 425076129.00 103189962.28 136243697.50
Investments 0.00 143761175.00 41832752.40 54810173.00
Labour 141504.00 6213247.00 1614607.51 1708452.00
Interest income 172604.00 22673804.00 5856083.38 8478563.50
Interest expenses 27399.00 2879692.00 802930.76 1497478.00
Non-interest income 31551.00 12194157.00 2943444.69 2704357.50
Non-interest expenses 2739.00 4502305.00 1088061.28 641941.50
Net income 0.00 12329459.00 3698071.12 4136715.50

Source: the authors’ research

Table 3: Descriptive statistics for input and output variables in 2020 shown in 000 RSD

Minimum Maximum Standard deviation Mean

Deposits 3175997.00 587544810.00 153490871.05 147636351.57
Capital 1710107.00 109014630.00 30329628.12 28330732.17
Loans 3364720.00 462543282.00 113454048.40 111091951.30
Investments 63.00 159029527.00 45793926.76 33462531.43
Labour 147222.00 6376881.00 1761033.96 1861813.22
Interest income 30100.00 22209990.00 5727963.06 5831813.48
Interest expenses 6794.00 2367475.00 717708.32 826966.87
Non-interest income 36509.00 11825359.00 2842490.84 2391241.35
Non-interest expenses 3920.00 4325330.00 1077940.97 779315.39
Net income 0.00 9801586.00 2942948.21 1795150.43

Source: the authors’ research
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Table 4: Descriptive statistics for input and output variables in 2020 shown in 000 RSD

Minimum Maximum Standard deviation Mean
Deposits 3539155.00 614369840.00 185385459.93 182155226.09
Capital 1740554.00 119042009.00 33728588.38 31289618.87
Loans 3076103.00 505875568.00 148540016.10 141063176.48
Investments 0.00 153827349.00 47213902.26 37827461.13
Labour 162251.00 6862623.00 1885800.77 2040924.26
Interest income 23966.00 22315269.00 6230920.06 6467620.78
Interest expenses 12766.00 2264569.00 738467.72 853366.78
Non-interest income 47978.00 18988785.00 4494652.87 3587699.35
Non-interest
expenses 5560.00 7561620.00 1709127.60 1164230.04
Net income 0.00 10371359.00 2863822.84 2180890.57

Source: the authors’ research

One of the main characteristics of DEA method is that it compares efficiency of
each DMU with the best one, rather than the average. Various metrics of input and
output variables may be used; therefore, the application area of this method is very
wide, both on micro and macroeconomic level. Recently, various types of DEA models
were developed in order to incorporate some specifics of different application areas and
obtain more reliable results. Using DEA methodology efficiency scores that lie
between 0 and 1 will be calculated for each DMU separately for every year. It is
important to state that those results represent relative efficiency measures, because they
depend on the number of DMUs involved, as well as on the number and structure of
the inputs and outputs (Radovanov et al., 2020). Results of DEA method show how
many decision making units are ineffective, compared to the effective ones. It is also
possible to suggest the desired changes of input and output variables, in order to
improve the efficiency score of inefficient units. Furthermore, output oriented DEA
model with variable return to scale (Banker et al., 1984) will be applied to analyse the
efficiency of the Serbian banking sector:

maxg (N
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where n is the number of DMUs and DMU, represents the bank under
evaluation. Assume that we have s output variables and m input variables. Observed
output and input values are . and x; respectively, thus ¥, is the amount of output
used by DMU,, while %, is the amount of input i used by DMU,. A is the DMU’s
weight and the efficiency score is ¢p. The main disadvantages of DEA are sensitivity to
the choice of input and output variables and the inability to predict. DEA presents an
ex-post analysis based on already known data (Skare & Rabar, 2016). ‘Rule of thumb’
states that to apply DEA successfully, the number of selected DMUs has to be at least
two to three times higher than the number of variables used as inputs and outputs
combined, so that efficiency results would be adequately dispersed (Sarkis, 2007).

3. Results and discussion

Results of the applied DEA model show that Serbian banking sector operates at an enviable
level of efficiency, since the average efficiency scores are higher than 0,85 for all applied
approaches. The highest efficiency scores are achieved if intermediary approach is applied,
while profitability approach has the lowest average efficiency scores in the observed three
years (Figure 1). Answering the research question which function of the banks is the most
efficient, it can be seen that it is the intermediary, then the operating, and the profitability
function is on the third place. These findings show that there is space to enhance the
profitability and the cost efficiency of the banking industry in Serbia.

Figure 1: Average Efficiency Scores
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Considering the efficiency scores separately for each approach, we can conclude
which banks were more or less efficient in the analysed period. This finding is
important to the decision making units of each bank in order to make decisions
improving the position of each individual bank.

The intermediary approach has been shown as the most efficient approach.
Banks in the Serbian financial sector are the most efficient when it comes to the
intermediate i.e. converting collected deposits to loans and investments. The average
scores of the individual banks in the considered period was above 0.9 except Alta bank
and Raiffeisen bank (Table 5.).

Table 5: Results of DEA model: Intermediary Approach

DMU 2019 2020 2021
API 1.00 0.96 1.00
ADDIKO 1.00 1.00 1.00
AIK 1.00 1.00 1.00
INTESA 1.00 1.00 1.00
BOC 1.00 1.00 1.00
POSTANSKA 00 " 00
CREDITAGRICOLE 1.00 1.00 1.00
ERSTE 1.00 1.00 1.00
EUROBANKDIREKTNA 1.00 1.00 0.97
EXPO 0.85 0.90 0.93
HALK 0.90 0.91 0.96
ALTA 0.86 0.63 0.91
Iég;:ﬁEECUALNA 1.00 1.00 1.00
MIRABANK 1.00 1.00 1.00
NLB 1.00 1.00 1.00
OTP 0.92 0.99 1.00
3 BANKA 1.00 1.00 1.00
PROCREDIT 1.00 1.00 1.00
RAIFFEISEN 0.87 0.85 0.91
NASA AIK 0.97 0.92 0.90
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SRPSKA 1.00 1.00 1.00
MOBI 0.92 0.94 0.86
UNICREDIT 1.00 1.00 1.00
Mean 0.97 0.96 0.98
St. deviation 0.05 0.08 0.04
Minimum 0.85 0.63 0.86
Maximum 1.00 1.00 1.00

When it comes to the operating approach, it is on the second place among the
efficiency of the approaches. This means that when it comes to the cost management of
the banks, they have been showed as less efficient compared to the intermediation.
Lower efficiency scores were shown by Api bank, Postanska Stedionica, Expo, Alta
and Mobi bank (Table 6.). According to the asset classification of the banking sector in
Serbia, these banks are classified as small banks. We can therefore conclude that lower
levels of the operating efficiency approach is caused by the cost inefficiency of the
above listed small banks.

Source: the authors’ research

Table 6: Results of DEA model: Operating Approach

DMU 2019 2020 2021
API 0.39 0.38 0.56
ADDIKO 1.00 1.00 1.00
AIK 1.00 1.00 1.00
INTESA 1.00 1.00 1.00
BOC 1.00 1.00 1.00
POSTANSKA
STEDIONICA 0.63 0.61 0.73
CREDITAGRICOLE 0.83 0.83 0.84
ERSTE 0.78 0.82 0.96
EUROBANKDIREKTNA 0.97 1.00 0.90
EXPO 0.75 0.83 0.73
HALK 0.96 0.85 0.78
ALTA 1.00 0.69 0.79
KOMERCIJALNA
BANKA 1.00 1.00 1.00

Ananu Exoromekor cpakynteta y Cy6otuum — The Annals of the Faculty of Economics in Subotica, Vol. 59, No. 50, pp. 019-035

29



30

Aleksandra Marciki¢ Horvat, Nada Milenkovi¢, Boris Radovanov,

Vera Zelenovié, Dragana Mili¢

MIRABANK 1.00 1.00 1.00
NLB 0.81 0.84 0.86
OTP 1.00 1.00 1.00
3 BANKA 1.00 1.00 1.00
PROCREDIT 0.89 1.00 0.95
RAIFFEISEN 1.00 1.00 1.00
NASA AIK 0.96 0.96 1.00
SRPSKA 1.00 1.00 1.00
MOBI 0.86 0.70 0.53
UNICREDIT 1.00 1.00 1.00
Mean 0.91 0.89 0.90
St. deviation 0.15 0.16 0.15
Minimum 0.39 0.38 0.53
Maximum 1.00 1.00 1.00

Source: the authors’ research

The profitability approach of the Serbian banks’ efficiency is the lowest among
the analysed approaches. This means that there is a potential for increasing the
profitability of the Serbian banking sector. Lower efficiency scores are shown by Api
bank, Expo, Halk, Alta, NLB, Procredit, Nasa AIK and Srpska bank. These are banks
with lower market share except Procredit bank, which focuses on entrepreneur loans.
The lower levels of profit efficiency can be explained because of the lower interest rate
levels on the given loans by the banks as well as the high costs of lowering NPL (Vesié¢
et al.,, 2019). Furthermore, the Serbian banking market records a large number of
acquisitions in recent years, where the less profitable banks are targets for the acquiring
banks.

Table 7: Results of DEA model: Profitability Approach

DMU 2019 2020 2021
API 0.78 0.69 1.00
ADDIKO 0.87 0.85 0.79
AIK 1.00 1.00 1.00
INTESA 1.00 1.00 1.00
BOC 1.00 1.00 1.00
POSTANSKA STEDIONICA 1.00 1.00 1.00
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CREDITAGRICOLE 1.00 1.00 1.00
ERSTE 0.91 0.91 0.93
EUROBANKDIREKTNA 1.00 1.00 0.86
EXPO 0.48 0.47 0.44
HALK 0.69 0.68 0.63
ALTA 0.56 0.83 0.75
KOMERCIJALNA BANKA 1.00 1.00 0.87
MIRABANK 1.00 1.00 1.00
NLB 0.72 0.75 0.65
OTP 1.00 0.91 1.00
3 BANKA 1.00 1.00 1.00
PROCREDIT 0.85 0.68 0.73
RAIFFEISEN 1.00 1.00 1.00
NASA AIK 0.72 0.79 0.75
SRPSKA 0.48 0.48 0.40
MOBI 1.00 1.00 1.00
UNICREDIT 1.00 0.90 0.84
Mean 0.87 0.87 0.85
St. deviation 0.18 0.17 0.18
Minimum 0.48 0.47 0.40
Maximum 1.00 1.00 1.00

Source: the authors’ research

Conclusion

The aim of this research was to compare the three commonly used approaches and to
show which is the most efficient. As the literature review showed, these approaches are
seldom used in a comparison. Among the three considered approaches, the most
efficient is the intermediary, then the operating, and the profitability approach is on the
third place. Each approach considers the efficiency of the banks from a different angle.
The intermediary approach measures the efficiency of deposits, labour and capital to
generate loans and investments. The operating approach measures the cost efficiency
by putting in relationship interest expenses, non-interest expenses and labour cost with
interest income and non-interest income. The profitability approach measures the
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ability of the banks to generate profit, or precisely measures the efficiency of achieving
interest income, non-interest income and net income on the basis of loan and
investment placements.

The limitations of this study are mainly linked with the applied methodology,
since the results of DEA models highly depend on the selection of sample and
variables. DEA is a relative method and can only measure efficiency compared to other
units. Therefore, modification of number of banks in the analysis or choice of different
input or output variables would surely lead to some changes in the efficiency scores
and results. At the same time, DEA has no predictive possibilities and the results
remain sensitive to the choice of both DMUs and variables. Furthermore, we did not
focus on the determinant which are affecting the efficiency of the banks in this study.
Further research should investigate the internal and external determinant of the bank
efficiency.

Considering the period during and after the COVID-19 pandemic, the Serbian
banking sector has shown high efficiency scores in all three considered approaches.
Lower scores have been shown by smaller banks with lower market share in the
Serbian banking market.

It is important to mention that the reason for the lower profit efficiency lays in
the low interest rates, which were on the historic minimum level during the pandemic.
The reason for the lower scores can also be high activity of mergers and acquisitions in
the last year, and the synergic effects of the M&A can be expected in the coming years.
It can also be noticed that the less efficient and small banks are expected to be acquired
by the more efficient bigger banks. Besides that, the Serbian banking market is
regarded as low-concentrated (Bukvi¢, 2020). According to the results of this study
more mergers and acquisitions are to be expected on the Serbian market in order to
increase the efficiency scores on several levels.

The importance of the results showed is also valuable from the practical point of
view for the bank managers. In all three approaches we listed the banks’ efficiency
scores based on which the decision makers can conclude which banks can improve
either the cost, profitability or intermediary efficiencies. Considered on the whole, it
can be concluded that the most improvement is required in the profit efficiency
management of several banks. Therefore, the profitability in the banking sector can be
improved by taking over the less profitable small banks from the banks which have
more market share in order to increase the profit levels.
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Abstract: Sustainable development, use of renewable energy sources and energy efficiency have been the focus
of interest of the scientific and professional public in recent decades. The aim of the research is to investigate the
influence of subjective norms on the use of heat pumps within the framework of behavior in the function of energy
efficiency. In addition, the profile of consumers is investigated in the context of their sociodemographic
characteristics. Marketing research was conducted on a convenience sample of 208 respondents on the territory of
Serbia, in August 2019. The measurement of subjective norms according to the heat pump was performed on the
basis of a Likert scale, while the analysis of the sociodemographic characteristics of the respondents was performed
using the SPSS program package. Based on the results of the research, it was concluded that the influence of
subjective norms on the introduction of the use of heat pumps is closest to the score 3, which is neutral on a five-
point Likert scale, as well as that subjective norms can be statistically significantly explained by income and the
number of children under the age of 18 as sociodemographic characteristics of the respondent.

Keywords: renewable energy sources, subjective norms, heat pumps, socio-demographic characteristics of
consumers.

JEL classification: M31

Caxetak: OppxvBy paseoj, Kopuiherse 06HOBILUBIX M3BOPA EHEprije 1 eHepreTcka edinkacHOCT Cy NoCneaHux
JeLeHuja cTaBrbeHe Y hoKyC MHTEpecoBakba Hay4YHO-CTPYYHe jaBHOCTU. Liurb paga je fa ce Yy OKBMpY NoHaLlakba
Yy pYHKUMjU eHepreTcke epUKacHOCTW UCTpaxyje yTuLaj cybjeKTUBHNX HOPMM Ha kopuwhetse TONMOTHE Mymne.
Mopepn Tora ucTpaxyje ce Npocun MOTpoLIAYa y KOHTEKCTY HMXOBMX COLMOLAEMOrpadCkiX KapakTepucTuka.
MapKeTUHI UCTpaXwBatbE je CNPOBEAEHO Ha npurogHoM y3opky of 208 ucnutanuka Ha Teputopuju Cpbuje, y
asrycty 2019. rogune. Mepetbe Cy6jeKTMBHIX HOPMW NPeMa TOMMOTHO] MyMNK je U3BPLUEHO Ha OCHOBY [lukepToBe
ckane, JOK je aHanusa couuopemorpadckux kapakTepuctuka WUCnuTaHuka u3splueHa kopuwhewem SPSS
nporpamckor naketa. Ha ocHOBY pesynTtaTa uCTpaxvBarba U3BEAEHA Cy 3akibyyHa pa3matpatba Aa je ytuuaj
cybjekTMBHMX HOPMM Ha yBORere Kopuwwhera TONMMOTHE nymne Hajonmku oueHn 3 koja je HeyTpanHa Ha
neTtocTeneHoj JIukepToBoj Ckanu, Kao W fa ce CybjekTMBHE HOPME MOry CTaTUCTMYKM 3HauajHO oBjacHWTM
npuxogom 1 Bpojem Aeue mnafe of 18 roanHa kao coumopemorpadiCkum kapakTepuUcTKaMa MCMTaHuKa.
KmbyyHe peumn: 0b6HOBILMBM M3BOpW eHeprije, CybjekTBHE HOpMe, TOMMOTHE nymne, coupopemorpadeke
KapeKTepucTUKe NoTpoLLaya.

JEN knacudmkaumja: M31
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Introduction

The concept of sustainable development in contemporary living conditions is one of the
current and inexhaustible research topic. The transition trend towards reducing the use of
fossil fuels in the member states of the European Union, as well as in the Republic of Serbia,
defines a series of measures that motivate and encourage more intensive use of renewable
energy sources. Munitlak-Ivanovic (2008) states that, while taking into account the pollution
tolerance threshold, the environment can be viewed as a resource for carrying out economic
activities, but also as a waste recipient.

Rasi¢-Jelavi¢ & Pajdakovié-Vuli¢ (2021) consider that there are several objectives of
environmental protection, starting with reducing air and water pollution, reducing waste,
more efficient consumption of resources, increasing the use of renewable energy sources,
improving energy efficiency, improving recycling and reuse of products, etc.

Boskovic, Djuric & Turanjanin (2017) point out that for sustainable development, the
existence of environmentally conscious consumers is necessary along with a continuous
change in consumer behavior towards energy-saving behavior.

The focus on the importance of using renewable energy sources, on the one hand, and
relatively few researches on this topic in the Republic of Serbia, on the other hand,
determined the author to choose the research of subjective norms for the heat pump, as a
product that uses renewable energy sources - hydro and geothermal energy.

Karic, Blagojevic & Skundric (2010) point out in their work that geothermal energy
is a renewable energy source and that geothermal heating represents an environmentally
acceptable type of heating. In this context, the authors state that heat pumps extract low-
temperature energy from the environment and increase it in order to heat the space without
combustion, the emission of harmful gases and without environmental pollution. As the main
advantage of the heat pump, the authors cite efficiency, i.e. low level of electricity
consumption compared to standard heating systems, which is an extremely important fact at
the time of the current energy crisis. At the same time, heat pumps can also be used for space
cooling, with affordable maintenance of the system, according to Karic et al. (2010).

The first part of the paper presents an overview of the scientific and professional
literature and previous research on the influence of subjective norms, energy efficient
behavior, and environmental protection. The second part of the paper gives an overview of
the empirical research results on the influence of subjective norms regarding the use of heat
pumps in the Republic of Serbia in the context of the sociodemographic characteristics of the
respondents. At the same time, consumer profiling using sociodemographic characteristics
can have significant repercussions on the creation of marketing strategies.
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In order to achieve the aim of the paper, a primary marketing survey was conducted
on the territory of the Republic of Serbia in July 2019, which included 208 respondents. The
prerequisite for someone to be a respondent is that they are the decision maker regarding the
purchase of the researched product and that there are (or will be in the future) technical
grounds for installing and using a heat pump in the household.

1. Investments in energy efficiency

Energy efficiency is an important segment of environmental efficiency within the framework
of sustainable development in business operations (Raki¢, Krsti¢ & Radenovi¢, 2021). The
authors suggest in their research that energy efficiency is different in different industries
because they involve different products and processes.

People's daily behavior increases household energy consumption, which affects the
uncertainty of the efficiency of household energy saving policies much more than in other
sectors, according to Zhang, Yu, Wang & Wei (2018), who conclude that it is necessary to
analyze consumer behavior for sustainable household energy consumption.

Barr, Gilg & Ford (2005) and Zhang et al. (2018) point out that energy-saving
behavior is behavior by which consumers try to reduce their overall energy use. In this
context, Zhang et al. (2018) believe that energy saving implies efficient use of energy aimed
at reducing energy consumption.

The European Union has ambitious energy efficiency targets related to household
behaviors in terms of energy efficiency with a focus on a low-carbon society (Bye, Fehn &
Rosnes, 2018), while Niamir, Ivanova, Filatova, Voinov & Bressers (2020) point out that
households are directly and indirectly responsible for 70% of CO2 emissions.

Considering the process of industrialization and urbanization in China, Aboltins &
Blumberga (2018) suggest that it is important to promote proper consumption patterns,
motivate the population to adopt energy-saving lifestyles and reduce CO: emissions, and
conclude that improving energy efficiency technology is the best way to promoting the
reduction of CO2 emissions in households.

Ouyang, Long & Hokao (2010) also emphasize that it is necessary to promote
consumer behaviors in the context of time-saving, energy-efficient technology or a
comfortable environment and conclude that when the alignment of lifestyle trends, energy-
efficient technologies and behaviors is achieved, changes in behavior towards energy-saving
behavior occur spontaneously.

In research conducted in the capital city of Shandong Province in China Zhang et al.
(2018) consider three main factors that define energy efficient behavior in households:
individual subjective and objective factors (e.g. gender, age, occupation, degree of concern,
sense of responsibility, values), factors of external influence (e.g. quality of energy-saving

Ananu ExoHomckor dakynteta y Cy6otuum — The Annals of the Faculty of Economics in Subotica, Vol. 59, No. 50, pp. 037-050

39



40

Dragana Nikoli¢-Risti¢

products, social norms, public and education) and intentions to save energy (including usual
behaviors - habits and behaviors in the function of purchasing energy-efficient products).
Based on the obtained results, Zhang et al. (2018) conclude that there is a need for
state support and stimulation of companies for the production of high-quality energy-efficient
products, in order to encourage the motivation of energy-saving behavior in households.

There is an interest of the respondents in the use and saving of energy in the household,
but access to information on the most effective activities for saving is necessary in order to
make a decision on the implementation of energy-saving behavior observed by Ouyang et al.
(2010) and Jareemit & Limmeechokchai (2017).

In their research, Niamir et al. (2020) presented a dynamic process of changing
household behavior that takes place in several stages. In doing so, the authors analyze three
determinants of energy behavior in the Netherlands and Spain:

1. investments in house insulation, solar panels and/or energy-efficient devices,

2. saving energy by changing energy usage habits such as turning off unused devices

or adjusting the temperature in the house and

3. transition to green sources of electricity.

The results show that in the period from 2006 to 2016, compared to households in
Spain, households in the Netherlands were more active in energy-efficient investments,
specifically in house insulation activities 6% more, in installing solar panels 12.6% more,
Niamir et al. (2020) say.

Rankings of energy-saving household activities show that Bangkok citizens use
energy-efficient air conditioners the most, as well as household appliances with a higher
energy efficiency rating. When making a decision to buy a household appliance, they
emphasize durability in the first place, followed by energy efficiency and the price of the
product, with 2-4 years as the expected investment return period (Jarcemit &
Limmeechokchai, 2017).

When looking at investments in energy efficiency, it is relevant for Bangkok citizens
to consider investment costs that affect perception significantly, which is in line with the
results showing that most respondents applied activities with lower investments (painting the
outer wall of the house in a light color, planting trees to increase amounts of shade). The
greatest interest in future activities is for the upgrade of canopies, roof insulation and the
installation of insulated glass windows (Jareemit & Limmeechokchai, 2017).

Aboltins & Blumberga (2018) state that energy prices have an impact on households
in Latvia, but to a lesser extent, primarily due to stable energy consumption habits, relatively
cheap energy and low energy consumption per capita, in contrast to more economically
developed countries, where energy consumption increases with the growth of well-being.

The Norwegian government introduced economic support for alternative heating
systems (pellet and heat pump) in 2003 due to the high dependence on electric heating
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combined with the high price of electricity. The financial support of the state led to the rapid
growth of the heat pump market, while in the case of pellets the result was not achieved as
expected. In the paper, the authors study the factors that influence the choice of household
heating systems in Norway (Sopha, Klockner, Skjevrak & Hertwich, 2010). The conclusion
of the research is that the state should implement special strategies for different groups of
households. For example, households where younger people dominate, should promote
heating systems based on new technologies. Also, ensuring a stable fuel supply and low
operating costs appear as two relevant factors when making a decision on choosing a
sustainable heating system in Norway, which the state must pay attention to when creating a
marketing strategy.

2. Subjective norms and energy efficient behavior

Subjective norms represent an important psychological variable that influences the energy-
efficient behavior of consumers. Many academics confirm the significant influence of
subjective norms on consumer behavior (Sun, Liu & Zhao (2018); Wang, Zhang & Li (2014);
Gadenne, Sharma, Kerr & Smith (2011); Thegersen & Gronhgj (2010); Nakamura (2016);
Inhoffen, Siemroth & Zahn (2018)).

Nikolic-Ristic & Djokic (2021) based on Gadenna et al. (2011) conclude that the
influence of environmental pressures (subjective norms) is very significant for the acceptance
of environmental protection behavior with a pronounced impact on the development of
people's values. A sense of belonging arises when people accept behaviors that are considered
the norm in the group.

Thegersen & Grenhgj (2010) emphasize the importance of perception of how much
other household members care about energy saving and communication between family
members about energy saving efforts and the influence of social norms. In their research,
they conclude that subjective norms influence an individual's electricity saving goals directly
and indirectly, that is, that men put more pressure on women to save energy.

Analyzing one of the largest subsidized renewable energy support programs in the
European Union for the installation of photovoltaic systems in Germany, Inhoffen et al.
(2018) state that in municipalities with more solar radiation and less unemployment, social
interaction has a stronger effect, which affects the probability of increasing the number of
new installation up to 50%. On the other hand, in the northern areas of the country, with
minimal solar potential, the positive influence of environmental pressure was confirmed.

Also, Wang et al. (2014) state the great influence of national culture in China, the
importance of relationships with family members, close friends and colleagues, and conclude
that subjective norms represent the most important factor in household behavior regarding
energy saving in Beijing.
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Gaspar & Antunes (2011) suggest that shopping together with family members or
friends affects a greater tendency to consider the relationship between cost and quality, water
and energy consumption, in contrast to the situation of respondents who were alone while
shopping.

In his research, Nakamura (2016) shows that households are motivated to replace
appliances more because of the social pressure they feel, than because of the willingness to
save energy.

Although somewhat weaker, the influence of subjective norms (friends, family and
media) on the online purchase of tourist services is also very important, which especially
applies to younger respondents and can partly be interpreted as their consumer socialization,
according to Djokic & Milicevic (2017).

On the contrary, the results of the research by Li, Li, Jin & Wang (2019) show that
there is no statistically significant influence of subjective norms on the intention to purchase
energy-efficient appliances.

3. Research design

3.1. A sample

Field marketing research was conducted using a structured personal survey on a purposive
and convenience sample of 208 respondents in August 2019 on the territory of the Republic
of Serbia. The average level of total income in the respondent's household was 93,075 dinars.

Sociodemographic characteristics of the respondents are shown in Table 1.

Table 1: Sociodemographic characteristics of respondents

Characteristic Percentage Characteristic Percentage Standard
g deviation
Male 52.9%
Gender Female 47.1% Age 43.4 11.96
i 769
Marital Married o
Status Single 249 Years of education 14.5 2.4
Employed 83.2% Number of children
Work status in the household 0.7 0.9
The others 16.8% : :
Total Up to 100.000 67.3%
income RSD
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From 100- 32.7% Income rating 0.7 1.03
450.000 RSD

Source: the author’s research

Through the descriptive analysis of the respondents, it can be concluded that the
majority of the respondents were male, with an average age of 43, college or university
education, predominantly married and employed, with less than one child under the age of
18 in the household, the majority with a relatively low income rating and low income up to
100,000 dinars.

3.2. Questionnaire

The questionnaire was designed in two parts, where the first part of the questionnaire referred
to the socio-demographic characteristics of the respondents. Thereby, gender, age, years of
education, marital status (married, not married), number of children under the age of 18 in
the household, work status (employed, unemployed, pensioners, students), self-assessed
household income (from 1 to 5 — 1 the lowest, 5 the highest rating) and total income in the
household were investigated.

The second part of the questionnaire was related to the research of subjective norms
towards the use of heat pumps in the household. Subjective norms were measured using six
statements:

1. People whose opinion we value support the use of heat pumps.
2. People we care about encourage the use of heat pumps.

3. We feel pressure from society to start using a heat pump.

4. People close to us would approve of using a heat pump.

5. Most households similar to ours will start using heat pumps.

6. Most people who are important to us will use heat pumps.

In doing so, respondents expressed subjective norms using a five-point Likert scale
(from "I do not agree at all" to "I completely agree"). The questions in the questionnaire about
subjective norms were adapted from the research conducted by Ajzen, Joyce, Sheikh &
Gilbert (2011).

3.3. Procedures

Subjective norms of the respondents regarding the use of heat pumps in the household are
expressed by the average rating of the answers to the 6 described questions. The T test of
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independent samples was used to compare respondents of different gender, marital and work
status. Pearson's correlation was used to determine the existence of a correlation between
age, education and the number of children under 18 in the household, income and household
income with the subjective norms of the respondents according to the heat pump used in the
household.

4. Research results

The average rating of the respondents’ subjective norms according to the use of heat pumps
in the household is 2.60 (standard deviation 0.74). At the same time, the respondents mostly
agree with the statement that people whose opinion they value support the use of a heat pump,
while they disagree, i.e. they gave the lowest average rating that they feel pressure from
society in this sense.

Graph 1 presents the average rating of respondents of different genders.

Chart 1: Subjective norms of respondents of different genders towards the heat pump

(3]
(93
(o)}

Female

Male 2.63

2.52 2.54 2.56 2.58 2.60 2.62 2.64 2.66

Source: the author’s research

Results of the T test: t(206) = 0.737; p=0.462>0.05 show that men and women do not
statistically significantly differ in subjective norms according to the use of heat pumps.
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Graph 2 shows the average rating of respondents of different marital status.

Chart 2: Subjective norms of subjects of different marital status according to the heat pump

N
W

Single

Married 2.63

2.40 2.45 2.50 2.55 2.60 2.65

Source: the author’s research

Results of the T test: t(206)= 1.134; p=0.258>0.05 show that respondents who are
married and respondents who are not married statistically do not differ significantly in
subjective norms according to the use of heat pumps.

Results of the T test: t(184) = 0.188; p=0.851>0.05 show that respondents who are
employed and respondents who are not employed (unemployed, retired, students) do not
statistically significantly differ in terms of subjective norms regarding the use of heat pumps.

Pearson’s correlation results: r=-0.100; p=0.151>0.05 show that there is no correlation
between the age of the respondents and the subjective norms according to the use of the heat
pump in the household.

The average education of the respondents in relation to the introduction of the use of
the heat pump is at the level of college/university degree. Pearson’s correlation results: r=-
0.031; p=0.656>0.05 show that there is no correlation between the respondents' years of
education and subjective norms regarding the use of heat pumps in the household.

Pearson's correlation results: r=0.200; p=0.004<0.05 show that there is a positive and
statistically significant correlation between the number of children under the age of 18 in the
respondent's household and subjective norms regarding the use of a heat pump in the
household.

The results of the Pearson correlation in relation to the subjective norms according to
the use of the heat pump are for income rating r= 0.150; p=0.031<0.05 and for total income
r=0.127; p=0.068>0.05. The above results show that there is no correlation of total household
income with subjective norms according to the use of a heat pump in the household, while
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when it comes to self-assessed household income there is a weak, positive and statistically
significant correlation with subjective norms.

In general, the Pearson’s correlation results show that there is a positive and
statistically significant correlation between the number of children under the age of 18 in the
respondent's household and subjective norms, as well as a positive, weak and statistically
significant correlation between the respondent's self-assessed income and subjective norms
regarding the use of heat pumps in the household. On the other hand, the influence of
subjective norms on the use of the heat pump cannot be statistically significantly explained
by the sociodemographic characteristics of the respondents such as gender, age and
education, marital and work status and total household income.

The results obtained based on the respondents' ratings indicate that the influence of
subjective norms on the introduction of the use of the heat pump is neutral (closest to rating
3 on a five-point Likert scale). This is partially in line with Irfan, Elavarasan, Hao, Feng &
Sailan (2021), who state that it is noticeable that environmental pressure has an insignificant
effect on the intention to use solar energy. In contrast, the obtained results are not in
agreement with the researches of Li et al. (2019) who indicate that the influence of subjective
norms on the intention to purchase energy-efficient devices is not significant, and Lundheim,
Vesely, Nayum, & Klockner (2020) that subjective norms do not have a significant influence
on the use of solar panels, nor with the aforementioned researches which confirm the
importance of subjective norms (Sun et al. (2018); Wang et al. (2014); Gadenne et al. (2011);
Thegersen & Grenhgj (2010); Nakamura (2016); Inhoffen et al. (2018)).

When looking at the context of the sociodemographic characteristics, the results are
consistent with the results of Wang et al. (2014) who conclude that the age of the respondents
is not a significant variable influencing energy-saving behavior. Sopha et al. (2010) confirm
our results and state that household education does not show a significant effect when it
comes to the use of a heat pump for heating, as well as Wang et al. (2014) who point out that
education does not significantly affect the intention to adopt energy-saving behaviors. Dieu-
Hang, Grafton, Martinez-Espifieira & Garcia-Valifias (2017) confirm that income as a socio-
demographic characteristic of the household has a positive effect on the probability of
investing in energy-efficient water devices, while Sopha et al. (2010) state that income has a
marginally significant effect on the probability of pellet heating. Also, the obtained results
are partially in accordance with Djokic & Milicevic (2016), who state that one of the aims of
the work is to investigate the profile of organic food consumers in the context of their
sociodemographic characteristics and conclude that actual and potential consumers of
organic food can be linked to higher incomes , and especially with a higher level of education,
and the results of Niamir et al. (2020) who emphasize economic comfort as a factor
influencing household behavior in the sense that economically vulnerable households are
more motivated to save energy.

On the contrary, the obtained results are not in accordance with the research results of
Sun et al. (2018) who states that income has no significant direct or indirect impact on green
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consumption, while Niamir et al. (2020) and Jareemit & Limmeechokchai (2017) indicate
the importance of gender on energy-saving behavior and confirm that women have a greater
tendency towards energy-saving than men. When looking at the probability of making a
decision on energy-efficient investments in households, Niamir et al. (2020) as key
determinants they state the level of education of the citizens (95%), personal norms (90-
99%), type (99%) and size of the apartment (90-95%), noting that a higher level of personal
norms also increases the probability of investment in energy efficiency, energy conservation
and transition to green suppliers. The results of Sopha et al. (2010) showed that the age
variable is statistically significant for the choice of electric heating, heat pump and pellets
and that education has a marginally significant effect on the probability of pellet heating.

Conclusion

The results of the research conducted in the Republic of Serbia in this paper showed that the
influence of subjective norms on the use of heat pumps is neutral, and when the mentioned
question is observed by segments, it can be concluded that subjective norms can be
statistically significantly explained by self-assessed household income and the number of
children under the age of 18 as sociodemographic characteristics.

Also, the impression of the research is the low standard of living of the respondents,
which is reflected in the low income rating and low average incomes at the level of the entire
household of the respondents. The fact that the influence of subjective norms, in addition to
the variable of the number of children under the age of 18, can be statistically significantly
explained and the income refers to the importance of the respondent's income for making a
decision on the introduction of the use of a heat pump and the possibility of financing the
purchase. On the other hand, it is necessary to mention that there is still not enough
information among citizens about the advantages of using a heat pump, and therefore the
environmental pressure, i.e. the influence of subjective norms, is very low.

The obtained results of this research can be useful to the state in order to improve the
information and education of the population regarding the use of renewable energy sources,
as well as the use of the heat pump as a product in the function of energy efficiency. If we
look back at the current energy situation in our country and the world, which was caused by
the crisis in Ukraine, the focus on promoting products that use renewable energy sources
comes to the fore. In this way, the state can achieve a reduction in energy consumption from
traditional (fossil) sources and increase the use of renewable energy sources, and citizens can
reduce their bills for consumed energy and thereby make their contribution to sustainable
development.

Future researches should include new bases, larger and more representative samples,
as well as a larger number of products in terms of energy efficiency.
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Abstract: The paper is based on the findings of the research of students of business administration in the countries
of the Western Balkans and aims to identify the impact of entrepreneurial barriers on their intentions to start
entrepreneurial ventures. Barriers are classified into four categories. The first category is knowledge and skill
barriers. The second group of barriers includes financial barriers. Subjective circumstances represent the third,
and administrative procedures and fiscal burdens are the fourth groups of barriers. The research was conducted
with 910 respondents, which consists of 71 questions. For the analysis, 6 questions related to the demographic
profile and general information were used, while for the second part, 14 were used, which belong to the categories
of barriers. The SPSS program was used for the empirical analysis of the results. The results showed that financial
barriers, administrative procedures, and fiscal burdens harm entrepreneurial intentions. Within the group of barriers
of knowledge and skills, the lack of business plan development skills and the lack of financial skills harm
entrepreneurial aspirations, while the other barriers are not statistically significant. It was confirmed that statistically
significant barriers to entrepreneurial intentions belong to subjective circumstances: lack of support from the
environment and fear of failure.

Keywords: Student entrepreneurship, entrepreneurial intentions, barriers to entrepreneurship, students in
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Caxerak: Pajl je 3acHOBaH Ha HarnasMMa WCTpaxuBarba CTyJeHaTa MocroBHe agMUHUCTpaLmje Y 3emrbama
3anapHor bankaHa u uMa 3a Uurb Aa uaeHTUduKyje yTulaj npeayseTHudkux Bapujepa Ha HbUXoBe Hamepe 3a
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rokpeTarbe npedy3eTHUIKMX nogyxeaTta. bapujepe cy pasBpcTaHe y 4eTvpw kateropuje. MpBa kaTeropuja cy
Gapvjepe 3Hara U BelwTuHe. [pyry rpyny 6apujepa obyxsartajy duHaHcujcke 6apujepe. CybjekTUBHE OKONHOCTM
npeacTasrbajy Tpehy, a agMuHUCTpaTMBHe npouedype W duckanHa onTepehewa 4eTBpTy rpyny OGapujepa.
WcTpaxwBatbe je peanusoBaHo ca 910 ucnuTaHwka, nyTem koju YmHM 71 nutare. 3a notpebe aHanuse je
kopuLheHo 6 nuTaka Be3aHUX 3a Aemorpadicky podun v onLuTe WHopMaLmje, AOK je 3a Apyri feo kopuilheHo
14 koja npunagajy NnpeTxo[Ho HaBeaeHUM kateropujama 6apujepa. 3a eMnupujcky aHanu3y pesyntara kopuiheH
je nporpam CICC. Pesyntatu cy nokasanu Aa cuHaHcujcke Gapujepe, agMUHWUCTpaTMBHE npoueaype W
cuckanHa ontepehera yTu4y HeraTMBHO Ha Mpepy3eTHUYKe Hamepe. Y okeupy rpyne Gapujepa 3Hamwa W
BELUTWHE, HefocTaTak BelTWHA u3pade GM3HMC nnaHa W HepgocTaTak BeWTUHa U3 obnacTi duHaHcuja yTudy
HeraTMBHO Ha Npegy3eTHUuKe acnupauuje, Ok octane 6apujepe HIUCY cTaTUCTUYKK 3HadajHe. MoTBpheHo je aa
Cy 3a npedyseTHUYKE HaMepe CTaTUCTWYKM 3HayajHe Gapujepe koje mpunagajy CybjeKTUBHUM OKOMHOCTUMA:
HegocTaTak NoApLUKE U3 OKpYXeka M CTpax of Heycnexa.

KrbyuHe peum: CTygeHTCKO Npesy3eTHULLTBO, Npeay3eTHUYKe Hamepe, bapujepe 3a npeay3eTHUWTBO. CTyaeHTM
3emarba 3anagHor bankaxa

JEI Knacudmkaumja: L26, M13, 019

Introduction

Entrepreneurship is seen to achieve economic progress in developed and developing
countries (Temetime et al., 2004). Differences in the macroeconomic environment influence
the fact that the contribution of entrepreneurship to economic development is different in
countries at different levels of development (Lepojevi¢ et al., 2016). For maintaining a
knowledge-based economy, and strengthening innovation and competition, entrepreneurship
is a decisive factor (Gorji & Rahimian, 2011; Sarri & Trihopoulou, 2005). Hatala (2005)
states that an individual's decision to start a business is a complex, multifaceted process. From
the perspective of the individual, it tends to focus on the orientation, attitude, and behaviour
of the entreprencur (Miles et al., 1993). The propensity towards entrepreneurship, i.e., the
intention of an individual to engage in business, is a key issue addressed by De Pillis &
Reardon (2007). Students can be great resources and strong drivers of entrepreneurial
activities. The solution to the problem of unemployment of graduates can be to start their
entrepreneurial venture, on the way of which there are numerous limitations and aggravating
circumstances recognized as potential barriers. Getting to know the barriers and finding ways
to overcome them is the only way to increase an entrepreneur's chances of success. Barriers
were divided into four groups. The first group refers to the lack of knowledge and skills. The
second group consists of financial barriers. Subjective circumstances are the third group of
barriers, and administrative procedures and fiscal burdens form the fourth group. With this
work, the authors want to examine the entrepreneurial intentions of business administration
students in the countries of the Western Balkans and see what their perception is of the set of
barriers that stand in the way of starting a business venture.

1. Theoretical background

The creation of new enterprises has been highlighted as an innovative instrument in the
economy, which generates development and provides salvation from the general
unemployment of any economy (Teixeira & Davey, 2010). Entrepreneurship affects people's
lives through the introduction of new technologies, products, and services. Entrepreneurs
overcome failure with their approach and creativity, improve the world, and help build a
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richer, more socially capable, and technically advanced society (Gautam et al., 2015). The
world's biggest entrepreneurs are among the most influential and most followed people in the
world. They are often role models for young generations. Students' decision to become
entrepreneurs is conditioned by many factors that influence their entrepreneurial intention.
Pihie (2009) points out two ways to measure entrepreneurship. The first involves the
measurement of entrepreneurial initiative, which includes established entrepreneurial
ventures. The second relates to the measurement of entrepreneurial activity by considering
entrepreneurial intentions. The authors opted for another way, which is also called latent
entrepreneurship. Researchers claim that entrepreneurial intention is the main indicator of
entrepreneurial behaviour (Sitaridis & Kitsios, 2019; Wong & Choo, 2009; De Pillis &
Reardon, 2007; Van Gelderen et al., 2008). The development of entrepreneurship is a
complex, long-term and comprehensive process, the goal of which is to increase the
inclination to undertake entrepreneurial actions. Entrepreneurial intention means the
percentage of people who will support or establish a business in the next 12 months (Nawaser
et al., 2011). The entrepreneurial intention of students is determined by the motives and
barriers they encounter during their studies. Constraints and motivations faced by students
have different relative importance on entrepreneurial intentions (Sitaridis & Kitsios, 2019).
Barriers are an extremely important factor in the entrepreneurial process (Schlaegel et al,
2015). Kolvereid & Isaksen (2006) point out that the realization of intentions and
entrepreneurial activities becomes complicated when entrepreneurial barriers are present. By
eliminating certain barriers, stronger entreprencurial activity can be encouraged, by
observing them concerning certain incentives (Sarasvathy, 2004). During all stages of an
entrepreneurial career, barriers act and increase the entrepreneur's uncertainty (Iakovleva et
al., 2014; McMullen & Shepherd, 2006). Entrepreneurial barriers can hinder or prevent
entrepreneurial activities altogether (Sitaridis & Kitsios, 2019). Pittaway & Cope (2007) also
confirmed the negative relationship between individuals' perceptions of barriers to the
creation of new ventures. Khanin et al. (2022) defined barriers to entrepreneurship as
conditions that prevent opportunity seeking and opportunity recognition.

Due to the importance and negative impact that entrepreneurial barriers can create, it is
necessary to identify them and eliminate their challenges. In this way, the background for the
development of entrepreneurial activity is provided. Hatala (2005) points out that
identification begins with the individual who is faced with them, and often reacts to them
uncontrollably. Effective formulation of policies requires a thorough understanding of the
barriers that affect entrepreneurial propensity. This will assist policymakers in formulating
strategies to mitigate or remove barriers, thereby enabling entrepreneurial activity (Sandhu
et al., 2011). Based on the analysed literature, the authors classify the barriers into four
categories. Barriers related to knowledge and skills are the first. They consist of human
resource management skills, operational skills, and business plan development skills, from
the fields of management, finance, and marketing. Financial barriers, which include lack of
savings and lack of financial resources, are another category. The third category includes
subjective circumstances. These include finding an adequate business partner, lack of support
from the environment, and fear of failure. The last category consists of administrative
procedures and fiscal burdens. In the following, attention will be paid to each category
individually.

Ananu ExorHomekor cpakynteta y Cy6otuum — The Annals of the Faculty of Economics in Subotica, Vol. 59, No. 50, pp. 051-066

53



54

Milenko Mati¢, Bojan Lekovi¢, DuSan Bobera

1.1 Knowledge and skills barriers

Starting an entreprencurial venture requires skills from various disciplines. Knowledge, skills
and other abilities are the main element that guarantees the success of the organization
(Amidzi¢ et al., 2022). Skills can be provided through practice, training, education, or
engagement of third parties as needed (Hatala, 2005). In their research, Sitaridis & Kitsios
(2019) conclude that the lack of entrepreneurial knowledge and skills has a great impact on
the entrepreneurial intentions of students. The vital role of knowledge is emphasized by
Caraiannis et al. (2003). The importance of education as a barrier that stands out from others
is also found in other authors (Scott & Twomey, 1998; Wang et al., 2020). For students, in
addition to academic knowledge, the acquisition of practical skills, which are acquired in
cooperation between universities and employers, is very important (Kurczewska et al., 2022).
Personal investments, such as acquiring new skills or improving existing ones, remain the
smartest entrepreneurial decisions one can make (Robinson, 2018). Knight (1996) writes that
financial planning, marketing, and operations management are required business skills. An
entrepreneur should have the managerial capacity for the day-to-day management of the
organization. Practical skills are necessary to manage an entrepreneurial venture. These skills
include setting operational goals, planning, organizing, decision-making, and directing day-
to-day tasks. These skills are most easily mastered through practice, working with mentors,
or successful entrepreneurs. Gorji et al. (2011) emphasize the importance of marketing skills,
because today there is no problem with the lack of goods or customers, but with the arrival
and successful transmission of the message to the customer. In the research conducted by
Elango et al. (2007), many students agreed that they lack the knowledge to start a business
and develop a business plan, which immediately excludes the possibility of accessing finance
and support from formal institutions. Maintaining billing systems, accounting, and financial
records, supervisory skills, and tools at lower management levels are just added to the list of
barriers to starting an entrepreneurial venture. The authors list the following as key skills that
can influence entrepreneurial aspirations: human resource management skills, operational
skills, business plan development skills, business process control skills, financial skills, and
marketing skills. Based on the previously stated views, the first hypothesis was put forward:

HI1: The lack of knowledge and skills has a negative impact on the entrepreneurial
intentions of students from Western Balkan countries.

1.2 Financial barriers

Access to capital is a critical resource for the success of an entrepreneurial venture (Sriram
et al., 2007; Ramayah & Harun, 2005). The lack of standardized measures for evaluating the
results of entrepreneurs make it difficult to attract capital into their hands (Tali¢ et al., 2022).
Smith and Beasley (2011) state that finance is a limiting factor and is necessary for capital
equipment and paying bills in the earlier stages of a start-up. In his research, Birdthistle
(2008) concludes that the lack of debt capital is related to starting a new business. Credit
constraints are one of the main obstacles to the growth of small and medium enterprises
(Pissarides, 1998). In most countries, an underdeveloped capital market forces entrepreneurs
to rely on self-financing or borrowing from friends and relatives. Small businesses are
doomed to expensive short-term financing. Financial barriers affecting entrepreneurs include
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the high cost of credit, relatively high bank fees, and high collateral (David & June 2001;
Bartlett & Bukvi¢, 2001; Cressey, 2002). Supplier credits are an important aid to
entrepreneurship (Klapper et al., 2004).

H2: Financial barriers have a negative impact on the entrepreneurial intentions of
students from Western Balkan countries.

1.3 Subjective circumstances

Under subjective circumstances such as barriers, the authors mean finding an adequate
partner, lack of support from the environment, and fear of failure. Fini et al. (2016) point out
that entrepreneurs and budding entrepreneurs have significant difficulties in finding the right
partners. It is of great importance for success to have close friends around you, from whom
an adequate team is created. Support from various stakeholders, such as family, community,
and business partners, helps foster entrepreneurship (Soluk et al., 2021). Ashwin et al. (2015),
Adjei et al. (2019) showed in their research a positive relationship between family support
and entrepreneurship. The lack of support, which consists of the difficulty of convincing
others of the viability of a business idea, is a barrier that can hinder the launch of a venture.
The challenge is to match the process with the characteristics of the idea, environment, and
people. Matching the elements with the process will lead to a reduction in uncertainty. It is
important to take small steps, to ensure that the price of a mistake is paid less (Mathews &
Moser, 1995). There is no unique recipe for this, but the ability to evaluate the idea and the
environment implies a planned, systematic, iterative, and flexible approach (Davidsson,
2005). Entrepreneurship requires persuasive skills to influence other firms and gain support
or investment in joint ideas. The lack of entrepreneurial networks can be an obstacle to
starting a venture (Matthews & Moser, 1995). Bartlett & Bukvi¢ (2001) state the following
obstacles, which are a consequence of the external position: business sector, degree of
competition and their behaviour, the extent of the network, and support alliance. Fear of
failure is at the top of the barrier scale in many studies (Choo & Wong, 2007, Sandhu et al.,
2011). It is common for entrepreneurs to encounter an aversion to risk, fear of failure,
aversion to stress, and hard work when deciding. Failure and entrepreneurship go hand in
hand (Sandhu et al., 2011). Starting a business is a big commitment, which is not easy to
commit to when there is uncertainty (Hatala, 2005). According to the Global
Entrepreneurship Monitor (GEM), many aspiring entrepreneurs cite the fear of failure as the
main reason for entrepreneurial passivity, since most can experience failure as a shame.
(Lepoutre et al., 2007).

H3: Subjective circumstances have a negative impact on the entrepreneurial intentions
of students from Western Balkan countries.

1.4 Administrative procedures and fiscal burdens

The simpler and shorter the administrative processes and procedures in a country, the greater
the propensity of entrepreneurs to start a business (Gorji & Rahimian, 2009). This is why
counter-regulations are considered obstacles to entrepreneurship. Laws and regulations
represent limitations due to the complexity or inconsistency of the legal framework. Constant
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changes in regulations and procedures are perceived by students as obstacles (Iakovleva et
al., 2014). Government legislation related to taxation has a negative impact on
entrepreneurial activities. Increasing costs of starting a business and related regulations lead
to the rejection of entrepreneurship (Georgiou, 2010). Complicated laws, rules, and
regulations can be especially tough on small and growing companies. Bureaucracy,
administrative burdens, and difficulties in complying with regulations stand as obstacles
between entrepreneurs and the state (Martins et al., 2004). Over-regulation of the business
sector can be a reason for entrepreneurs to seek ways to avoid regulations, leading to the
growth of the shadow economy. An inappropriate tax system and various discriminatory legal
regulations can be a heavy burden for entrepreneurs (Bartlett & Bukvic, 2001). This leads to
the creation of financial and psychological barriers for future entrepreneurs (Choo & Wong,
2006). Regulations that hinder the creation of new firms are especially found in industries
that should naturally have high entry. When these regulations are effectively enforced, they
are not benign and do not improve well-being. Finance regulations, unlike entry regulations,
improve welfare. Regulations that protect intellectual property, and labour regulations lead
to reduced entry. Higher corporate taxes act much like regulatory barriers (Klapper et al.,
2004). The absence of some regulations can be an effective barrier to the entry of new
entrepreneurs (Rajan & Zingales, 2003).

H4: Administrative procedures and fiscal burdens have a negative impact on the
entrepreneurial intentions of students in Western Balkan countries.

2. Methodology

The work aims to identify the barriers to starting entrepreneurial ventures and their influence
on the entrepreneurial intentions of business administration students in the countries of the
Western Balkans. For the research, a questionnaire consisting of two groups of questions was
conducted. The first group refers to the demographic profile of the respondents. These are
data on gender (1. male; 2. female), age (1. up to 22 years; 23+), and education (1.
Undergraduate studies; 2. Master's studies; 3. Doctoral studies), citizenship (1 Serbia; 2.
Bosnia and Herzegovina; 3. Montenegro; 4. Croatia; 5. Macedonia), work experience (1. No,
I have no work experience; 2. 0-3 months; 3. 3-6 months; 4. 6-12 months; 5. 12+ months),
entrepreneurial experience (1. No, I have no work experience; 2. 0-3 months; 3. 3-6 months;
4. 6-12 months; 5. 12+ months). The second group consists of 14 questions, which make up
of four groups of barriers: Knowledge and skills barriers: 1. Lack of financial skills 2. Lack
of operational skills (organization and delegation of daily tasks) 3. Lack of business plan
development skills 4. Lack of skills in areas of management (establishing control over
business processes) 5. Lack of skills in the area of finance 6. Lack of skills in the area of
marketing (sales and promotion of products); financial barriers: 7. Lack of savings 8. Lack
of financial resources; Subjective circumstances: 9. finding an adequate business partner 10.
Lack of support from the environment 11. Fear of failure; Administrative procedures and
financial burdens: 12. High taxes and contributions for employed workers 13. Administrative
procedures (bureaucracy). Answers were presented on a symmetrical Likert scale from 1 to
7, where respondents indicated their level of agreement or disagreement. The questionnaire
was filled out partly online in the form of a Google questionnaire, and partly in paper form.
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The software package for statistical analysis - SPSS - was used for data analysis. Logical
regression was used to determine the statistical significance of motives and their relationship
to intentions to start entrepreneurial ventures. The dependent variable is the question: Have
you seriously considered the option of becoming an entrepreneur? Answers are marked as
follows: 1. No; 2. Yes. The independent variables are the 13 questions above about barriers
to starting entrepreneurial ventures. The questionnaire was filled out by 910 students who
come from the countries of the Western Balkans and are predominantly business
administration majors. Table 1 and Table 2 provide an overview of the research sample and
descriptive statistics.

Table 1. Research sample

Gender Age range Level 0 f Nationality Work experience Entreprgneunal
education experience
Until
Male 261 the 602 BSc 813 Serbia 204 None 464 None 772
22nd
From 0-3 0-3
Female 649 the 23 308 MA 88 Baha 181 months 112 months 51
3-6 3-6
PhD 8 Montenegro 147 months 7 months 16
Croatia 193 6-12 68 6-12 14
months months
North 12+ 12+
Macedonia 185 months 19 months 5
Source: the authors' analysis, 2022.
Table 2. Descriptive statistics
N Minimum Maximum Mean Std. Deviation
Gender 910 1 2 1.71 0.453
Age range 910 1 2 1.34 0.473
Level of Education 910 1 3 1.1 0.345
Nationality 910 1 5 1.36 1.013
Work experience 910 1 5 2.36 1.640
Entrepreneurial experience 910 1 5 1.39 1.057
Valid N (list wise) 910
Source: the authors' analysis, 2022.
3. Results

Binary logistic regression was used to examine the impact of barriers to starting
entrepreneurial ventures on the entrepreneurial intentions of students from the Western
Balkan countries. Estimates of the logistic coefficient, which were identified as independent
variables in block one (column B), can be seen in Table 3. In column S.E. asymptotic standard
errors for individual logistic coefficients are shown. The "Wald" column contains the results
of the Wald statistic and the chi-square test, the "do" column shows the degree of freedom,
and the "Sig" column represents the probability from the Wald test hypothesis when the
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logistic coefficient for the dependent variable is equal to zero. In the column "Expo (b)" there
are exponential logistic coefficients, which are important for the interpretation of logistic
regression.

Table 3. Variables in the equation

Variables in the equation

0,
B SE | wad | of | sig | expm | P*CHOrEXPE)

Lower Upper

Lack of human resource management

skills -0.010 0.071 0.021 1 0.884 1.010 0.879 1.162

Lack of operational skills (organization

and delegation of daily tasks) -0.082 0.078 | 1.110 1 0.292 0.921 0.791 1.073

Lack of business plan creation skills -0.076 0.060 1.595 1 0.021 1.079 0.959 1.215

Lack of skills in the field of management
(establishing control over business -0.056 0.072 0.598 1 0.439 1.057 0.918 1.217
processes)

Lack of financial skills -0.089 | 0063 | 2012 | 1 0.026 0.915 0.809 1.035

Step 1a
Lack of marketing skills (sales and

- -0.064 0.059 | 1.189 1 0.275 1.066 0.950 1.196
promotion of products)

Lack of savings -0.057 0.051 1.271 1 0.026 0.944 0.855 1.043
Lack of financial resources -0.076 0.061 1.553 1 0.013 0.927 0.823 1.044
Finding an adequate business partner -0.032 0.053 | 0.376 1 0.540 1.033 0.931 1.145
Lack of support from the environment -0.122 0.048 6.355 1 0.012 0.885 0.805 0.973
Fear of failure -0.152 0.051 9.010 1 0.003 1.164 1.054 1.286

High taxes and contributions for

-0.085 0.082 | 1.084 1 0.030 0.918 0.782 1.078
employed workers

Administrative procedures (bureaucracy) -0.061 0.065 0.875 1 0.035 0.941 0.828 1.069

Constant -0.632 0.299 | 4.458 1 0.035 1.881

a. Variable(s) entered on step 1: Lack of human resource management skills, Lack of operational skills (organization and delegation of daily

tasks), Lack of business plan development skills, Lack of management skills (establishing control over business processes), Lack of financial
skills, Lack of marketing skills ( sales and promotion of products), Lack of savings, Lack of financial resources, Finding an adequate business
partner, Lack of support from the environment, Fear of failure, High taxes and contributions for employed workers, Administrative procedures

(bureaucracy).

Source: Authors' analysis, 2022.

Omnibus Tests of Model Coefficients consider the independent variables and based
on the data (Sig.=0.000), (p<0.0005) predict the results better than in the situation where it is
predicted that all students seriously considered the option of starting an entrepreneurial
venture. The chi-square indicator is 39,799 with 14 degrees of freedom.

According to the Hosmer-Lemesh test, the chi-square is 10.100 with a significance of
0.258, which shows that the model is supported.

Cox & Snell R Square and Nagelkerke R Square indicators show that the model
explains between 14.2% and 15.7% of the variance of the dependent variable. The reason for
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this is that in the research questions related to motivation were singled out. A greater
percentage of the variance of the dependent variable would be explained if the other segments
of the questionnaire were considered. Nagelkerke R Square is a modification of Cox & Snell
R Square, so in this research, we report on Nagelkerke R Square. Therefore, the model
explained 14.2% of the variance in the intentions to start entrepreneurial ventures of students,
and correctly classified 59.2% of the cases. The conclusion is that the sensitivity of the model
is 82%, which means that the model correctly recognized this percentage of students who did
not consider the option of becoming entrepreneurs. The certainty of the model is 28.6%,
which means that the model recognized exactly this percentage of students who considered
the option of becoming entrepreneurs.

The contribution and importance of each independent variable were analysed. First of
all, it is necessary to look at the variables, i.e., barriers that are statistically significant for the
model. These are barriers that significantly affect whether a student will answer whether he
seriously considered the option of becoming an entrepreneur. These are lack of business plan
development skills (p=0.021), lack of financial skills (p=0.026), lack of savings (p=0.006),
lack of financial resources (p=0.013), lack of support from the environment (p=0.012), fear
of failure (p=0.003), high taxes and contributions for employees (p=0.030) and
administrative procedures (bureaucracy) (p=0.041). Barriers that are not statistically
significant: lack of skills in the field of human resource management (0.885), lack of
operational skills (organization and delegation of daily tasks) (0.292), lack of skills in the
field of management (establishing control over business processes) (0.439), lack of skills in
areas of marketing (sales and promotion of products) (0.275), finding an adequate business
partner (0.540).

Since the coefficient B for each barrier has a negative sign, it can be concluded that
the increase in the rating of the significance of the barrier will affect the increase in the answer
"No", i.e., that the intention of students to start an entrepreneurial venture will decrease.

Further analysis of the results can lead to the following conclusions:

The probability of a student answering that they have seriously considered becoming
an entrepreneur is 1.079 times higher for students who say that their lack of business plan
skills is not significant, all other factors being equal. This also means that when the
importance of the barrier of lack of business plan-making skills increases by one unit, the
probability of a student answering that he seriously considered becoming entrepreneur
decreases by 1.079.

The probability of a student answering that they have seriously considered becoming
an entrepreneur is 0.915 times higher for students who say that their lack of financial skills
is not a barrier, all other factors being equal. This also means that when the importance of the
lack of financial skills barrier increases by one unit, the probability of a student answering
that they have seriously considered becoming entrepreneur decreases by 0.915.

The probability of a student answering that they have seriously considered becoming
an entrepreneur is 0.944 times higher for students who say that their lack of savings is not a
significant barrier, all other factors being equal. This also means that when the significance
of the lack of savings barrier increases by one unit, the probability of a student answering
that he seriously considered becoming entreprencur decreases by 0.944.
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The probability of a student answering that they have seriously considered becoming
an entrepreneur is 0.927 times higher for students who say that lack of financial resources is
not a significant barrier for them, all other factors being equal. This also means that when the
importance of the barrier of lack of financial resources increases by one unit, the probability
of a student answering that he seriously considered becoming entreprencur decreases by
0.927.

The probability of a student answering that (s)he seriously considered becoming an
entrepreneur is 0.885 times higher for students who say that the lack of support from their
environment is not a significant barrier when all other factors are equal. This also means that
when the importance of the lack of environmental support barrier increases by one unit, the
probability of a student answering that he seriously considered becoming entrepreneur
decreases by 0.885.

The probability of a student answering that they have seriously considered becoming
an entrepreneur is 1.164 times higher for students who say that fear of failure is not a
significant barrier for them, all other factors being equal. This also means that when the
importance of the fear of failure barrier increases by one unit, the probability of a student
answering that he seriously considered becoming an entreprencur decreases by 1.164.

The probability of a student answering that they have seriously considered becoming
an entrepreneur is 0.918 times higher for students who say that high taxes and contributions
for employed workers are not a significant barrier for them, all other factors being equal. This
also means that when the importance of the barrier of high taxes and employee contributions
increases, the probability of a student answering that he seriously considered becoming
entrepreneur decreases by 0.918.

The probability of a student answering that he has seriously considered becoming an
entrepreneur is 0.941 times higher for students who say that administrative procedures are
not a significant barrier for them, all other factors being equal. This also means that when the
importance of administrative barriers increases, the probability of a student answering that
he seriously considered becoming entreprencur decreases by 0.941.

4. Discussion

The findings of the study largely support the literature and conclude that the mentioned
barriers faced by students of the Western Balkan countries affect their entrepreneurial
intentions. 910 business administration students from Serbia, Bosnia and Herzegovina,
Montenegro, Croatia, and Macedonia participated in the research. The questionnaire was
predominantly filled out by students of basic studies, which is 89% of the surveyed students.
More than 50% of students answered that they do not have any work experience, and an
interesting fact is that 15% say that they have entrepreneurial experience.

The work is based on the presentation of barriers that affect entrepreneurial intentions
and determining their impact. Knowledge and skill barriers are presented as a real group of
barriers that have a negative relationship with entrepreneurial intentions. The significance of
the lack of knowledge and skills was confirmed in their work by Sitaridis & Kitsios (2019),
where they state that entrepreneurial knowledge and experience are the basis for individual
success. Based on the presented results, it can be concluded that hypothesis H1 is partially
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confirmed. The lack of business plan and financial management skills are knowledge and
skills barriers that are statistically significant and affect the entrepreneurial intentions of
students. Analysing their results, Elango et al. (2007) point out that many respondents
commented that they lacked knowledge on how to develop a business plan, manage
reimbursement, maintain a billing system and keep financial records. According to the
results, other barriers to knowledge and skills mentioned in the paper are not statistically
significant, so hypothesis H1 is partially confirmed.

Hypothesis H2 was fully confirmed, stating that financial barriers have a negative
effect on entrepreneurial intentions. Financing is one of the keys to success and progress in
starting a business (Gorji & Rahimian, 2011). Poor economic indicators are generally cited
as the biggest obstacle to starting a business (Choo & Wong, 2006). Lack of financial
resources and lack of savings were seen as barriers in the research, and both are statistically
significant and have a negative relationship with entrepreneurial intentions. Financing has
been confirmed in many works as the most significant barrier to entrepreneurship (Bartlett &
Bukvic, 2001; Hatala, 2005; Choo & Wong, 2006; Li, 2007; Sandhu et al., 2011; Sitaridis &
Kitsios, 2019).

Hypothesis H3 is partially confirmed. The lack of support from the environment and
the fear of failure are barriers that the research results confirm as statistically significant for
the entrepreneurial intentions of students from the Western Balkan countries. Other authors
have also recognized the importance of institutional support. (Giacomin et al., 2011; Purett
et al., 2019). Uncertainty or the unknown creates anxiety in people, which leads to stress.
Many view failure as a shame and want to avoid that feeling. The importance of stressing the
fear of failure as a barrier has been confirmed by other authors (Fatoki, 2014; Sesen, & Pruett,
2014; lakovleva et al., 2014). One of the possibilities for mitigating the impact of the fear of
failure, as the biggest barrier to starting an entrepreneurial venture, is the second chance
program. This program would require not only institutional support in the process of starting
the next entrepreneurial venture, but also the support of the social community. According to
the results, finding an adequate partner as a barrier is not statistically significant. Jakubczak
(2015) in his research emphasizes that over 70% of respondents agree that their lack of
business connections is an obstacle to entrepreneurial activity, which is not in agreement with
our research. Sandhu et al. (2011) in their work points out that a face-to-face approach is
needed to discover how social networks hinder entrepreneurial propensity. Our research did
not go that deep into the analysis of respondents.

Administrative barriers and tax restrictions are the fourth group of barriers observed
in the paper. The results showed that hypothesis H4 was fully confirmed since according to
them, high taxes and contributions for employees and administrative procedures are barriers
that affect entrepreneurial intentions. An inadequate tax system and different legal
regulations can be a heavy burden for potential entrepreneurs (Bartlett & Bukvi¢, 2001).
Klapper et al. (2004) confirm in their work that entry regulations hinder the creation of new
firms in industries that should have high entry. In the framework of research carried out in
the United Kingdom, it was shown that regulation and taxation are the factors that inhibit the
start of a business (Robertson et al., 2003). Georgiou (2010) confirms that countries with
strict regulations deter people from entrepreneurship. It recommends that regulations should
be simple and protect the interests of entrepreneurs.
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Conclusion

Entrepreneurship is one of the choices when looking for a job. Encouraging and directing
students to start a business can contribute to solving the unemployment problem. The
entrepreneurial intentions of students are determined by the degree of positive entrepreneurial
activity. The strength of entrepreneurial intentions affects entrepreneurial activity, which is
the basis and assumption of entrepreneurial behaviour. Entrepreneurial barriers are forces
that hinder entrepreneurial activity. Therefore, the authors decided to examine the individual
importance of barriers and determine the relationship between entrepreneurial intentions and
barriers that prevent students from starting their ventures. The research was conducted on
students of business administration, who attend studies in the countries of the Western
Balkans.

The work analysed four groups of barriers: knowledge and skills barriers, financial
barriers, subjective circumstances, administrative procedures, and fiscal burdens. The goal
was to determine the importance of the mentioned groups of barriers to entrepreneurial
aspirations. For the research, a questionnaire was conducted on a sample of 910 business
administration students. The first and third hypotheses were partially confirmed, while the
second and fourth were fully confirmed. Within the group of barriers of knowledge and skills,
the lack of business plan development skills and the lack of financial skills have a negative
effect on entrepreneurial aspirations, while the other barriers are not statistically significant.
The results showed that statistically significant barriers to entrepreneurial intentions belong
to subjective circumstances: lack of support from the environment and fear of failure. Barriers
made up of groups of financial barriers, administrative procedures and fiscal burdens have a
negative impact on the entrepreneurial intentions of students from the Western Balkan
countries.

The research comes with certain limitations. Individual barriers were analysed based
on only one question. The research approach used is not able to reveal more details about the
barriers. A more detailed discussion with the students might have raised awareness or reduced
the importance of certain barriers. The contribution of the work is in increasing the literature
in the field of student entrepreneurship, entrepreneurial intentions, and barriers that affect
entrepreneurial intentions. The paper can serve policymakers as a guideline for the selection
of barriers, whose influence is to be eliminated, to encourage student entrepreneurship.
Students who intend to engage in entrepreneurship can use the work to raise awareness and
familiarize themselves with the risks that exist on the entrepreneurial path. The work provides
a broader picture of the obstacles, which allows an understanding of the current position and
targets them, to waste resources as little as possible.

Future research could go in the direction of expanding the questionnaire, to examine
in more detail, the attitude toward the defined barriers. It is possible to expand the list of
barriers by adding e.g., other resources needed for the undertaking or analysis of the
personality and characteristics of the respondents. The direction of research could also be
towards determining ways to overcome barriers. It would be good to examine the attitudes
of students who already have entrepreneurial experience and compare it with the attitudes of
students who intend to engage in entrepreneurship. The questionnaire could cover a larger
geographical area, thus comparing the results between different territorial units.
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Residential real estate analysis in Serbia

AHanusa TpXuwTa cTaMbeHnx HenokpeTHocTn y Cpbuiju

“No other macroeconomic segment has been more closely linked to financial stability than residential real
estate.”
European Central Bank, Financial Stability Review, November 2016
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Abstract: The analysis of Serbia's residential real estate market is the main goal of this paper. Price movements
in that part of the market affect price and financial stability equally, which are thus the main goals of most central
banks. Prior to the highly contagious COVID-19 pandemic, there was a gradual increase in the number of
transactions involving real estate and prices, with oscillations observed throughout the second quarter of 2020.
In this paper, we will present the available databases from the Serbian residential real estate market, as well as
regulations that have been in place since the 2000s. By analyzing the trajectory in the long run of the housing
credit share to GDP by using a Hodrick-Prescott one-sided filter with the parameter set to 400,000 and
correlation and regression analysis, the paper’s concluding part will determine whether there is a price bubble in
this market segment. According to the analysis, there is currently no price bubble in Serbia's residential real
estate market.

Keywords: residential real estate, housing loan, financial stability, legal framework, price bubble

JEL classification: L85, R31, R38

Caxertak: Linrb oBor paga je aHanusa TpxuwTa cTambeHux HekpeTHuHa y Cpbuju. KpeTarba LeHa Ha Tom aeny
TPXMLITA NOAjEAHAKO YTWUYY Ha LIEHOBHY M Ha (PUHAHCMiCKy CTABMMHOCT, LTO Cy U rMaBHW Lurbesn BehuHe
LeHTpanHux GaHaka. Y npeTxogHom nepuogy 3abenexeHo je mocteneHo noeehare Gpoja MpOMETOBaHWX
HEKPeTHWHA, Kao W pacT LieHa HeKpeTHWHa, Y3 ocuunauuje Koje cy 3abenexeHe Tokom apyror keaptana 2020.
rogvHe ycnen naHaemuje Bupyca Covid-19. Y oBom pagy npeacraBuhemo JocTynHe 6a3e nogataka ca TpxuwTa
cTambeHnx HekpeTHuHa y Cpbuju, kao u nponmuce koju cy Ha cHasu of 2000-ux. AHanu3om OACTynawba
[QyropoyHor TpeHga ctambeHnx kpeguta y Bpyto gomahem npoussogy npumeHom cuntepa Hodrick-Prescott ca
napameTpom noctaerbeHnM Ha 400.000, kopenaumMoHOM U PErpecMoHOM aHanm3oM, 3aBpliHW Aeo paga he
YTBPAUTY Aa N NOCTOjU 6anoH LieHa y OBOM CErMeHTy TpxkuLTa. AHanuaa je nokasana Aa TPEHYTHO He NoCToju
LieHOBHYM BarnoH Ha TpXMLWTY cTambeHnx HenokpeTHocTh y Cpbuju.

KrbyyHe peuu: TpxuwwTe cTambeHUX HEMOKPETHOCTM, CTaMbBeHn KpeauTy, duHaHeujcka CTabunHOCT, npaBHM
OKBUP, LieHOBHW BanoH

JEJ1 knacudpmkaumja: L85, R31, R38
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Introduction

As changes in the market for real estate can have a significant influence on both the
financial and real sectors, inadequately secured mortgage loans were among the main
reasons for the worldwide crisis of 2007-2008.To alleviate the effects of the crisis, central
banks implemented a variety of unconventional monetary policy measures at the time
(Martin, 2019). The significance of the residential real estate sector for financial stability
stems from its significant role in the economy, as the majority of household assets are
invested in residential real estate, and the financial sector plays a primary role in financing
real estate investments (Duca et al., 2019). The investment's primary capability is to
contribute to several manufacturing cycles (Petkovié¢, Krsti¢ & Radenovi¢, 2021).

This paper's purpose is to present the Serbian residential real estate market. In this
paper, we will present the regulatory framework that has been in place for this segment of
the market since the 2000s, as well as the databases that are currently available. Because
banks use real estate as collateral when approving housing loans, residential real estate is a
crucial element of financial stability. A database for real estate market that contains
information on both residential as well as commercial properties is kept up to date by the
National Bank of Serbia (hereinafter: NBS). These figures are based on first-time real estate
valuations and do not include cash purchases. The National Mortgage Insurance
Corporation (hereinafter: NMIC) maintains a database of residential real estate purchases
financed by mortgages from banks that have signed contracts with this corporation. The
building, the certain portion of the building and the parcel, are all listed in the Republic
Geodetic Authority’s real estate database. In the final section of this paper, based on the
analysis of various variables, we will determine whether there is a price bubble in
residential the real estate in Serbia's market. The price bubble is examined by analyzing the
trajectory in the long run of the housing credit share to GDP by using a Hodrick-Prescott
one-sided filter with the parameter set to 400,000 and correlation and regression analysis.

The following is the order in which the paper is organized: Part one of the paper will
be a review of the literature, followed by a discussion of the legal framework and an
examination of numerous Serbian residential real estate statistics. The fourth section of the
paper investigates whether this market segment is experiencing a price bubble, and the final
section outlines all of the main points of the paper.

1. Literature preview

Because residential property is used as collateral when granting mortgage loans, a
significant variation in its value can contribute to a reduction in the quality of banks’ loan
portfolios. As was the case during the global economic downturn of 2007-2008, this would
put financial stability in danger and increase the likelihood that volatility would spread to
the real estate market (Olszewski, 2012). The majority of these housing loans are foreign
currency and currency-indexed loans with lower interest rates than domestic currency
housing loans, which are common in most Eastern European countries (Vilenica et al.,
2021). Adequate macroprudential policy measures must be implemented to prevent
potential risks from the residential real estate market from materializing and to avoid pro-
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cyclical effects (Lagarde, 2021). Debt service-to-income (DSTI), loan-to-value (LTV),
countercyclical capital buffer (CCyB), debt-to-income caps (DTI), loan-to-income caps
(LTI), and many other macroprudential instruments are important for limiting real estate
market risk (Carrasco-Gallego, 2020). To be effective, these instruments must be used in a
timely manner, taking into account the early warning model (Ciocchetta et al., 2016). The
International Monetary Fund has developed core and encouraged sets of soundness
indicators with the goal of preserving financial stability. Encouraged sets include real estate
market indicators such as real estate prices, residential real estate loans to total loans, and
commercial real estate loans to total loans (Houben et al., 2004). According to Heath
(2005), financial soundness indicators are indicators of the current financial health and
stability of the country's financial institutions, as well as their corporate and household
counterparts.

In addition to its importance and impact on financial stability, the residential real
estate market has implications for economic growth because the construction sector
contributes significantly to GDP growth. To determine that contribution, the residential real
estate market must be properly evaluated. In an examination of the method used by hotel
companies in the Republics of Serbia and Croatia to measure property, plant, and
equipment, MilaSinovié, Obradovi¢ and Krapavlovi¢ (2022) came to the conclusion that
these companies favor the cost model over the revaluation model. According to Nikolaos et
al. (2011), it is necessary to include not only economic and production factors in the
analysis, but also various qualitative characteristics of the natural and human environment,
such as air pollution (which is a significant problem in larger cities), noise, and natural
disasters (floods, fires). Furthermore, population transitions affect the value of residential
real estate, which are influenced by social and cultural differences between countries
(Stanojevi¢ & Tomasevic, 2021). Momentum data on housing can be used to better assess
the future value of collateral for mortgage lenders (Beracha & Skiba, 2011), but also buyer
purchasing power, which is related to real estate characteristics (Mironiuc et al., 2021).

In the consideration and analysis of that sector of the market, the possibility of a
price bubble in the market for residential real estate must be taken into account. Any burst
of that bubble will undoubtedly cause instability and long-term consequences in the
financial and real estate sectors. As a result, the challenge is to detect the price bubble early
and minimize its negative consequences (Malovi¢ et al., 2021). Various models, such as
Growth at Risk (GaR), which is based on the assessment of financial conditions and the
cyclical dimension of systemic risk (O'Brien & Wosser, 2021), are used to detect the price
bubble early and prevent its impact on financial stability in a timely manner. This
methodology allows us to understand how financial conditions and financial vulnerability
may contribute to future periods of weak economic growth. Ribeiro et al. (2017) use a
fuzzy cognitive map (FCM) developed to identify determinants of investment risk in the
market for residential real estate in their risk assessment analysis, which contributes to
reducing the number of criteria omitted in decision making and provides a better
understanding of risk determinants. The next section of the paper is based on a presentation
of the legal framework of Serbia's residential real estate market.
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2. Legal framework

In order to establish a modern institutional framework consisting of fiscal policy and
incentive measures of the government and other state bodies, an efficient market
environment must be created. Such an environment should help to accelerate transaction
procedures, allowing Serbia to develop a reliable real estate management system (Vasovic,
Gospavic, and Cirovic, 2012). The legal framework after the 2000s will be the focus of this
analysis.

The Mortgage Law was passed in 2005, and amendments were made to it in 2015.
With the passage of this law, it became possible to establish a lien on real estate and thus
approve mortgage loans (Mortgage Law, p. 1). As a result, commercial banks were given
the opportunity to establish a mortgage on real estate, and mortgage loan placement
reduced the amount of cash on the real estate market. In 2011, the NBS adopted a decision
for keeping and enhancing financial system stability. In order to encourage long-term dinar
lending, this decision “created an 80% LTV (loan-to-value) cap for mortgage loans. This
cap applies solely to loans denominated in foreign currencies and loans with foreign
currency indexes; dinar loans are exempt from its applicability. In addition, this ruling
restricts the indexation of loans to the euro alone. The NBS implemented this measure,
which allows banks to approve loans to natural persons that are indexed to a foreign
currency, as long as the currency of indexation is the euro. The purpose of this strategy was
to reduce the systemic foreign exchange risk brought on by the usage of currencies other
than the euro. The third element of this decision is the establishment of a 30% down
payment requirement for all foreign currency loans that are not secured by mortgages or
credit cards. All dinar loans are exempt from this requirement” (Decision on measures for
safeguarding and strengthening financial system stability, p. 1-2).

On a regular basis, banks are required to evaluate the real estate market value used
to secure the bank's receivables in order to manage the credit risk effectively and
efficiently. The banks are required to “monitor the value of real estate property on a regular
basis and, except in the case of mortgaged residential real estate property where the amount
of outstanding bank exposure does not exceed 40% of its value less the sum of all higher
priority claims over such property, to determine the market value of such property at least
once every three years, or more frequently if significant changes in property market
conditions occur” (Decision on the Classification of Bank Balance Sheet Assets and Off-
Balance Sheet Items, p. 14). The current year's property tax decision, which is regarded as a
document providing an evaluation of the valuation of a specific piece of real estate on
which the mortgage is secured, satisfies the requirement of the decision as well.

The Law on Legalization was passed in 2015 in order to bring all illegally
constructed buildings into the legal flow because legalization of buildings is in the public
interest of Serbia (Law on Legalization, p. 1). Legalization contributes to the increase of
public revenues at the state level through the collection of legalization fees, the increase of
public revenues in local self-government units through the collection of legalization fees
and the collection of property taxes, the creation of conditions for spatial planning and
rational use of construction land, the ability of owners of buildings to register in the real
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estate cadaster, which contributes to further regulation of the residential real estate market
through better determination real estate market value and the possibility of mortgaging the
building if necessary to the owner. According to data from the Ministry of Construction,
Traffic, and Infrastructure, there were over two million illegally built facilities in Serbia as
of November 19, 2022, with nearly a million of them related to residential real estate.

3. Residential real estate database in Serbia

Accurate and trustworthy databases are needed to analyze the residential property market.
Residential real estate data in Serbia are held by the NBS, the NMIC, and the Republic
Geodetic Authority.

In January 2014, the NBS launched the Real Estate Valuations Database project,
which includes data on real estate valuations used as collateral in loan approval. This
database contains appraisal values provided by certified valuers for mortgage loans, not
transaction values stated in contracts, implying that it does not include cash-financed real
estate. The NBS adopted a decision in November 2015 requiring banking institutions to
send pricing data to the NBS on a monthly basis (Decision on Submission of Valuation
Data on Mortgaged Real Estate and Loans Secured by Mortgage, p. 1). In order to improve
real estate appraisal, the NBS created a mortgage valuation database according to the data
gathered. The Real Estate Valuers Law was passed at the end of December 2016 (Real
Estate Valuers Law, p. 1). In accordance with this law and decision (“Decision on the
Content, Deadlines, and Manner of Submission of Data on the Valuation of Mortgaged
Real Estate and Loans Secured by Mortgage”, p. 2) adopted in 2017, the NBS granted
licensed appraisers access to the NBS Real Estate Valuations Database (hereinafter: the
Database). The Database includes residential and commercial real estate valuations
(National Bank of Serbia, Access to the Real Estate Database).

Average estimated Average estimated Number of
value per EUR/m? value per EUR/m? estimated real
in 2021 in 2020 estate in 2021
Serbia 1,067 973 12,524
Belgrade 1,611 1,430 5,388
Vojvodina 751 729 3,719
Sumadija and Western Serbia 692 653 2,199
Southern and Eastern Serbia 690 671 1,218

Table 1: Estimated residential real estate values in 2021

Source: National Bank of Serbia

“Banks are required to submit data on real estate appraisals no later than the 20" of
the current month for newly approved loans on the basis of which funds were disbursed in
the previous month” (“Decision on the Content, Deadlines, and Manner of Submission of
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Data on the Valuation of Mortgaged Real Estate and Loans Secured by Mortgage”, p. 1). A
full set of all appraisals takes more than a quarter because they can be conducted more than
a month before loan release. The NBS will provide valuation of real estate data from the
database upon request from banks and qualified valuers. According to Ministry of Finance
data, there are 251 licensed appraisers and three accredited associations in Serbia as of
November 20, 2022 (Ministry of Finance).

According to Table 1, the average estimated value in the Belgrade region in 2021 is
1,611 EUR, which is more than double the average appraised value per m? in other regions
of the Republic of Serbia (Vojvodina (751 EUR), Sumadija and Western Serbia (692 EUR),
and Southern and Eastern Serbia (690 EUR). Belgrade has the most appraised real estate
(5,388), while Southern and Eastern Serbia have the least (1,218). Given the total number
of entered estimates (12,524), it is reasonable to conclude that the average value of the
estimate of 1,067 EUR for the Republic of Serbia is predetermined in major part by the fact
that 43% of the entered estimates for 2021 refer to the Belgrade, which has the highest
average price per m?.

Chart 1: Estimated values of real estate and the number in each region
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Source: National Bank of Serbia

Data from the Database are a good starting point for analyzing the factors that
influence the movement of the average estimated value in the market for real estate.
According to the dynamics of the average estimated value of real estate per m? from Q4
2015 to Q4 2021, there is a 7.7% QoQ increase in real estate value in Q4 2021 at the
Serbian level (5.9% QoQ in the Belgrade, 5.3% QoQ in the Vojvodina region, 3.7% QoQ in

Ananu EkoHomckor thakynteta y CyGotuum — The Annals of the Faculty of Economics in Subotica, Vol. 59, No. 50, pp. 067-081



Residential real estate analysis in Serbia 73

Sumadija and Western Serbia, and 15.8% in Southern and Eastern Serbia). The average
estimated real estate value decreased in Q2 2020, while the total number of estimates rose
because of the pandemic, according to Chart 2. Such changes in the real estate industry are
consistent with changes in both this market segment and other states.

Chart 2: The DOMex index and total trading volume in Serbia
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Data from the NMIC include only real estate that is insured with this corporation
and whose purchase is financed by mortgage loans from banks that have signed contracts
with this corporation, so the presented real estate price movements cover a smaller portion
of total turnover and do not necessarily reflect developments in the overall real estate
market. As a result, this database does not include data on realized prices for properties
financed with funds or unsecured debt. The insured residential property price in average at
the Republic of Serbia level in Q4 2021 was 1,019 EUR/m? (in the same period in 2020, the
price was 866 EUR/m?). In Belgrade, the average price of insured residential property in
Q4 2021 was 1,443 EUR/m? (it was 1,212 EUR/m? in the same period in 2020). DOMex
was founded in order to provide the public with more transparent information about the
residential real estate market. The DOMex for that period (which can be a month, quarter,
or year) is determined by comparing the mean of all prices per square meter realized in that
period in the specified territory to the average value of all prices per m? realized in the base
period in the specified territory (National Mortgage Insurance Corporation, DOMex).
(Chart 2)
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The real estate cadaster, according to Article 2 of the Law on the Registration
Procedure with the Cadaster of Real Estate and Utilities, is a basic and public register that
contains spatial and descriptive data on real estate, data on its propriety interests, and other
rights and facts whose registration in the cadaster is required by law (Law on the
Registration Procedure with the Cadaster of Real Estate and Utilities, p. 2). The Republic
Geodetic Authority registers real estate by recording data on the parcel, the building, and a
special part of the building. According to Article 4 of the Law on State Survey and
Cadaster, real estate includes land, above ground and underground construction facilities,
and special parts of buildings (Law on State Survey and Cadaster, p. 3). According to
contracts recorded with the Republic Geodetic Authority, the total amount of money
invested in Serbian real estate in the first half of 2022 was 3.6 billion euros, which is 25%
more than the amount invested in the same period of 2021. The real estate market in
Belgrade had the greatest portion of funds (52%), followed by Vojvodina (27%). The
median price of a residence in an old building in the Republic of Serbia was 1,260 EUR/m?
in the first half of 2022, up 19% from comparable time frame from the preceding year,
while the average price of an apartment in a new building was 1,617 EUR/m?, up 11% from
the same period the previous year. The areas with the highest prices for apartments in old
buildings in the first half of 2022 are Stari Grad, Vracar, Savski Venac, and Novi Beograd
(Report on the situation of the market real estate for H1 2022, p. 2 and 25) - (Table 2).

Table 2: Statistical parameters of apartment prices in HI 2022

Old building New building

Municipality |Average value Minimum | Maximum | Average | Minimum | Maximum
(EUR/M?) value value value value value

(EUR/m2) | (EUR/m?) [ (EUR/m?) | (EUR/m?) | (EUR/m?)
Stari Grad 2,488 833 4,902 3,078 1,010 4,047
Vradar 2,345 850 3,953 2,353 1,250 4,780
Savski Venac 2,142 833 3,500 2,497 875 3,982
Novi Beograd 1,980 693 3,857 2,458 875 3,982
Zvezdara 1,877 600 3,125 1,972 625 3,298
Palilula 1,752 765 3,300 2,507 1,087 3,585
Zemun 1,752 750 2,887 1,900 705 3,063
Vozdov ac 1,667 635 3,000 2,065 737 3,022
Cukarica 1,570 610 2,620 1,695 682 2,970
Stara Rakovica 1,342 780 2,000 1,655 875 2,090

Source: Republic Geodetic Authority

4. Is there a price bubble?

To answer the question of whether the residential real estate market in the Republic
of Serbia is currently experiencing a price bubble, it is necessary to first define what a price
bubble is. The most basic definition of price bubble in real estate market is a rise in real
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estate prices, often significantly above their fundamental values, due to the expectation of
high future returns. After a period of time, investors estimate that yields have fallen below
expectations, resulting in a large-scale real estate sales, a significant drop in price, and the
bursting of the price bubble.

Chart 3: Ratio of housing loans to GDP and long-term trend
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Source: the author’s calculation.

To show that there is a price bubble in the residential real estate market, we need to
look at which levels of turnover are financed by loans and which by cash. Furthermore, it
must be determined whether credit activity in the form of housing lending is sustainable.
According to Republic Geodetic Authority data, 28% of all apartments were purchased with
loans in the first half of 2022 (36% in the first half of 2021), indicating that the majority of
apartments (72% in the first half of 2022) were purchased with cash (Report on the
situation of the market real estate for H1 2022, p. 17). When the proportion of credit
activity in gross domestic product exceeds its long-term trend by at least 2 percentage
points, excessive credit growth is present. In order to evaluate whether excessive credit
growth is the outcome of housing lending, we will look at the share of housing loans in
GDP by examining the trend in the long run. For this calculation we will use Hodrick-
Prescott one-sided filter with the value of the parameter 400,000. In Q3 2022, the housing
credit-to-GDP ratio deviated by 1.3 percentage points from its long term trend, which was
less than benchmark of the 2 percentage point. Based on the foregoing, one can conclude
that housing lending in Serbia is sustainable and does not jeopardize financial stability
(Chart 3).

We will use multiple regression analysis variables that represent the ratio of
regression coefficients to independent variables to evaluate the relationship between the
selected independent variables and the price of residential real estate in Serbia. To identify
the variables that are statistically significant in affecting the estimated worth of residential
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property in Serbia, as well as their contribution to the future residential real estate price
movement, multiple regression analysis is utilized. We investigated the relationship
between selected macroeconomic factors (Serbia DOMex-SD, average gross earnings-AGE,
unemployment rate-UR, interest rates on housing loans-/R, number of building permits
issued in new construction-BP, and headline inflation-H7) and the mean assessed residential
real estate value in euros per m? in Serbia. The dependent variable is the mean assessed
residential real estate value in Serbia (RS) in euros per m?, as determined by data from the
NBS's Real Estate Database. The data used in the analysis ranged from the fourth quarter of
2015 to the fourth quarter of 2021, and quarterly data were used in the analysis. The
Statistical Office of the Republic of Serbia provides data on average gross earnings, the
unemployment rate, and the number of building permits issued for new construction
(Statistical Office of the Republic of Serbia); interest rates on housing loans are derived
from the NBS statistics; and Serbia DOMex is derived from the NMIC. We will use
multiple linear correlation to determine the degree of correlation between the variables
(Table 3).

Table 3: Correlation between variables

Indicators RS SD AGE UR IR BP HI

RS 1

SD 0.666 1

AGE 0.951 0.543 1

UR -0.605 -0.129 -0.665 1

IR -0.636 -0.371 -0.668 0.827 1

BP 0.741 0.376 0.744 -0.798 -0.825 1

HI 0.554 0.709 0.479 -0.256 -0.358 0.468 1

Source: the author’s calculation.

According to the data in Table 3, the strongest positive correlation exists between
the mean assessed residential real estate value in Serbia and the average gross salary
(0.951), while the strongest negative correlation exists between the mean assessed
residential real estate value in Serbia and housing loans interest rates (-0.636). The above
findings are consistent with economic expectations because an increase in the average gross
salary increases purchasing power and the potential rise in residential property prices,
whereas a surge in the interest rate on housing loans has the opposite effect. This
conclusion is consistent with previously reported findings from other pertinent study in this
area (Bansal, Narang, Sachdeva, Kashyap, & Panda, 2021), which revealed a significant
relationship between changes in real estate prices and salaries. Serbia DOMex is
statistically significant and influences the movement of the mean assessed residential real
estate value per square meter in Serbia, according to regression statistics (Table 4). The
mean assessed residential real estate value in Serbia increased by 3.9 euros per square meter
as a result of the increase in Serbia's DOMex. This result is consistent with the research
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done by Spaseni¢, Benkovi¢ and Dmitrovié¢ (2019). The coefficient of determination (0.94)
is quite high, indicating that the model has a high level of explanatory power.

Table 4: Regression Statistics

Regression Statistics

Multiple R 0.971647756
R Square 0.944099362
Adjusted RSquare  0.925465816
Standard Error 24.47555626
Observations 25
Coefficients Standard t Stat P-value
Error
RS -121.8934662 179.60154 -0.6786883 0.5059684
SD* 3.879866145 1.4523851 2.6713756 0.0155687
AGE 0.006476493 0.0008533 7.5898613 5.143E-07
UR -1.959098025 3.7759146 -0.5188407 0.6101921
IR 36.02409943 32.458421 1.1098537 0.2816697
BP 0.022124159 0.0173244 1.2770493 0.2178133
HI -2.311864518 5.4685021 -0.4227601 0.6774777

* Connection between v ariables is statistically significant (p<0.05)

Source: the author’s calculation.

The NBS carefully supervises residential property market developments and
considers the implications for financial stability. If it is determined that certain
developments may jeopardize stability of the financial system, the NBS has various
instruments (such as debt service-to-income, loan-to-value ratio, and countercyclical capital
buffer) at its disposal, as well as the option of introducing new measures to limit the
accumulation of potential risks in this market segment.

Conclusion

The residential real estate market is a fundamental source of well-being for the national
economy, as well as a leading indicator of economic and social strength and financial
stability. The residential real estate market's critical role in business and financial cycles
necessitates regular monitoring and assessment of the impact on monetary policy and
financial stability. This is especially significant given that this market has the potential to be
a source of instability with serious and long-term consequences for economic and financial
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development. Because this market has significant macroeconomic implications for the
Serbian economy, an examination of its current state is critical.

When banks approve housing loans, they use residential real estate as collateral. The
change in the value of real estate used as collateral for loans has a significant impact on the
loan portfolio quality of banks. If their value is not properly assessed, financial system
instability may occur, which is why the 2007-2008 global financial crisis was erased. The
unpredictability of the financial market can therefore be extended to the real estate market.
To avoid this, the movements of the residential real estate market have to be examined
carefully. To accomplish this, a reliable and accurate database of all the properties'
characteristics (square footage, number of floors, heating method, date, method, and
currency of assessment, and so on) is required.

In Serbia, there are currently three databases available for analyzing the residential
real estate market. The NBS maintains a database on residential and commercial real estate,
which contains information on the initial estimates of these properties. This database does
not include information on cash purchases of real estate. The following database is housed
within the NMIC and contains information on residential real estate purchases financed by
mortgage loans from banks that have signed contracts with this corporation. The Republic
Geodetic Authority owns the most comprehensive database, which contains information on
the cadastral plot, the building, and a specific part of the building.

A price bubble in that market sector must be explored in order to ascertain whether
changes in the market for residential properties can have an impact on stability of the
financial system. A price bubble is a rapid increase in real estate prices, often far in excess
of their fundamental value, caused by expectations of high future returns. In order to
determine the sustainability of housing credit, we looked at the trajectory in the long run of
the housing loans share of GDP by using a Hodrick-Prescott one-sided filter with a
parameter value of 400,000. In Q3 2022, the share of housing loans in GDP deviated from
its trend in the long run by 1.3 percentage points, which was less than the benchmark of 2
percentage points. This suggests that housing lending in Serbia is sustainable and does not
threaten financial stability at the moment. Furthermore, the majority of apartments are paid
for in cash rather than with loans, according to the Republic Geodetic Authority's database.
This suggests that, despite rising residential real estate prices in Serbia, there is no price
bubble in that segment of the market at the moment.

The consequences of the worldwide economic downturn of 2007-2008 necessitate
constant caution in assessing the value of residential real estate in order to avoid a financial
market collapse. Adequate and timely measures by the NBS helped to ensure that price and
financial stability were not jeopardized even during the Corona virus pandemic. The NBS
has a number of current measures as well as the option of introducing new measures that
can impact the limits of the accumulation of possible threats in this market segment if it is
believed that certain developments could endanger financial sustainability. All of this
necessitates closer monitoring of developments in the residential real estate market as well
as all other variables affecting this market segment.
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Abstract: The Phillips curve is one of the most important economic postulates, which indicates inversion
between inflation rate and unemployment rate. Even though it has been empirically confirmed many times,
in past research there has been evidence of rejecting it in some countries. The aim of this research is to
analyse whether the Phillips curve exists in selected European countries: Bulgaria, Greece, Slovenia and
Romania, during time period Q1 2009-Q3 2021 and to conclude if there are any differences between
countries that are using Euro as national currency and those that are not. Panel analysis and choosing the
appropriate model has led to the conclusion that there is a statistically significant inverse correlation
between these two variables, which confirmed the presence of the Phillips curve. When analysing countries
separately, results differ between them - the strongest inverse correlation is present in Greece and it is
followed by Bulgaria. In Slovenia, correlation is slightly negative and in Romania slightly positive, pointing to
the conclusion that correlation in these two countries is so weak, that it can be considered that it does not
exist. Since obtained results differ between observed countries, this makes correlation between inflation
rate and unemployment rate an important indicator for policy makers of individual countries to take into
consideration when making decisions for future economic policy.
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Caxertak: ®ununcosa KpuBa je jedaH Of HajsHa4ajHUjUX EKOHOMCKUX MOCTyraTta, Koju ykasyje Ha MHBEp3ujy
u3mely ctone uHcnauwje u crone HesanocneHoctu. Mako je MHoro myta 6una emnupujckn notspheHa, y
CMPOBEAEHNM UCTPaxXuBakMMa Ce MojaBbyjy W [OKasn O keHOM oabaLuBakby y nojeauHuM 3emrbama. Liumb
OBOT WCTpaxuBatba je aHanuaupati ga nu dununcosa kpvea nocToju y ogabpaHum eBponckM 3eMrbama:
Byrapckoj, pukoj, CnoseHnju u PymyHuju, y nepuogy og K1 2009 go K3 2021 w ytBpauT# ga nu noctoje
3HavajHe pa3nuke u3mefy 3emMarba Koje KOpUCTE €BPO kAo HALMOHaMHy BanyTy 1 OHUX Koje He kopucTe. MaHen
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nojeduHayqHo, pe3ynTaTtu ce pasnukyjy Mefy buma — Hajjaya nHBep3Ha kopenauuja je npucytHa y pukoj, Kojy
npati byrapcka. Y CnoseHuju je kopenavyuja jeaBa HeraTuBHa, AOK je Y PyMyHuju jeaBa No3nTUBHA, LITO yKadyje
[a je kopenauuja y oBe ABe ApxaBe TONMKo cnaba, Aa ce Moxe cMaTtpaTi Aa He noctoju. INowTo ce aobujeHu
pesynTatM pasnukyjy w3melly nocmatpaHux 3emarba, Kopenauwja wsmely crone uHdnauvje u crone
He3anoCneHOCTH je BaXaH MHAMKATOp 3a KpeaTope eKOHOMCKE MOMUTUKE U Mopa Ce Y3eTW y 063up Npunnkom
[OHOLeHa oanuka o 6yayhoj eKOHOMCKO] MONUTULM NOjeaNHAYHUX 3eMarba.
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Introduction

Inflation rate and unemployment rate are known to be important macroeconomic indicators,
regardless of the development level of the country or observed time frame. They are
strongly connected and influence one another; therefore, they should be considered
seriously when making decisions for short-term or long-term economic policy directions.

The postulate which connects inflation rate and unemployment rate is known as the
Phillips curve, which indicates negative correlation between these two variables. In the
past, there has been numerous studies which have confirmed the existence of the Phillips
curve, but on the other hand, it has been empirically rejected in some of them.

The aim of this research is to validate the existence of the Phillips curve in 4
selected European countries: Bulgaria, Greece, Slovenia and Romania during Q1 2009-Q3
2021. These four countries have been selected since all of them are members of the
European Union and belong to Balkan countries. Greece and Slovenia use euro as national
currency, whereas Romania and Bulgaria use Romanian lei and Bulgarian lev, so the aim is
to determine whether there is a difference in correlation between inflation rate and
unemployment rate between countries that are using euro as national currency and those
that are not.

This paper is divided into 5 parts: the theoretical background of the Phillips curve
and previously conducted research analysing the existence of Phillips curve or correlation
between inflation rate and unemployment rate are presented in the first part. The second
part of the paper presents the data source and methodology of this research. The third part
presents empirical data for 4 analysed countries for 2 analysed macroeconomic variables,
descriptive statistics and tests obtained for checking existence of normality,
heteroscedasticity, autocorrelation and multicollinearity. Fourth part of the paper is panel
analysis and choosing of the correct model from OLS, Fixed Effects Model and Random
Effects Model. Discussion of results is presented in part 5 of this paper.

1. Theoretical background

Unemployment is one of the most important issues that countries can face. Developed
countries are affected by this problem the same way as emerging and poor countries.
Unemployment can be defined as a state where the working age population has no job and
they are actively searching for one (Chowdhury & Hossain, 2014).

According to McConell, Brue & Flynn (2009), inflation is a rise in general level of
prices, which leads to decrease in purchasing power. The main measure of inflation is CPI
(Consumer Price Index), which represents the market basket for typical consumers.
According to Mishkin, CPI is calculated based on the group of prices of listed goods and
services that are used by an average household (Mishkin, 2016).

Correlation between inflation rate and unemployment rate is explained by the
Phillips curve. As a theoretical concept, Phillips curve was presented in 1958, when Alban
Phillips published a paper in Economica where he pointed to indirect correlation between
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unemployment rate and wages inflation in United Kingdom. He observed the following
periods separately: 1861-1913, 1913-1948 and 1948-1957. The hypothesis that was tested
and later confirmed indicated that in a year with high economic output and rising business
activity, the demand for labour would increase and both employees and employers would
bid on higher wages, compared to years with low unemployment rate, but with labour
demand which is not increasing and vice versa. In other words, in years with increasing
employment, since the demand for labour is high, wages would be defined on a higher level
compared to periods with increasing unemployment rate, where labour force would even
lower their wages expectations (Phillips, 1958).

Study performed by Phillips has faced some empirically based criticism, but
nevertheless, this has remained one of the most important postulates in economics theory.
However, after the 2008 financial crisis, the Phillips curve did not apply any longer in many
countries, since unemployment rate increased, and this was not followed by expected
inflation rate decrease. Even though it has been researched many times, the Phillips curve is
not applicable to all countries and all time periods. Statistical relationship that appears
strong during one decade or country, may be weak during the next one or in another
country (Sovbetov & Kaplan, 2019).

Bulligan & Viviano (2017) presented correlation between unemployment rate and
annual nominal wage growth in the euro area in the period Q1 1999-Q4 2015. The OLS
model that corresponds points to the conclusion that coefficient on unemployment rate is
statistically significant and -0.25 (analysed model was Aw; =c + fAw;-1 + yU; + &, where
Aw; is y-o-y nominal hourly wage growth in private sector and U; = unemployment rate).
This model has been estimated first for the period Q1 1999-Q4 2007, and later, one by one
observation has been added until Q4 2015. Results point to negative, but unstable
correlation between unemployment rate and inflation rate. After the euro area analysis,
authors referred to Italy, Germany, France and Spain, and concluded the following: pattern
of unemployment and inflation rate correlation closely resembles to the one of Germany
until 2012; the correlation became more negative in Italy and less negative in Germany
during the time, in Spain it reached its peak in 2010, after which decline followed and in
France, the correlation moved from being positive to negligible. The same conclusion was
obtained by Hindrayanto, Samarina & Stanga (2019), who tested the existence of Phillips
curve in the euro area and its five strongest economies (Germany, France, Italy, Spain and
Netherlands) - negative correlation between unemployment rate and inflation rate was
present in all five economies and the euro area during 1985-2017.

Shaari et al. (2018) used simple panel regression (JR=f1+[2UR:i+€:) to test the
existence of Phillips curve in 10 high-income countries during 1990-2014. FMOLS test was
used and obtained results are statistically significant and point to negative correlation
between unemployment rate and inflation rate. DiNardo & Moore (1999) tested the
presence of the Phillips curve’s presence in 9 OECD countries with simple OLS equation:
n/ = aj + BU1, where 7 stands for inflation, U unemployment rate, j represents the country
and ¢ the quarter. The following countries were examined: Belgium, Canada, France,
Germany, Italy, Japan, the Netherlands, the United Kingdom and the United States during
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Q2 1970-Q1 1996. The OLS point estimate of the coefficient on unemployment is: -0.82
for the whole sample; -0.13 for period before 1983 and -0.42 for period after 1982.
Coefficient of determination is 34%, 26% and 34% respectively.

Ho & Njindan Iyke (2018) tested the existence of Phillips curve in 11 Eurozone
countries from January 1999 to February 2017 (Austria, Belgium, Finland, France,
Germany, Ireland, Italy, Luxemburg, Netherlands, Portugal and Spain). Obtained results
pointed to different conclusions depending on unemployment rate — correlation between
inflation and unemployment rate is negative when unemployment rate is lower than 5%.
When the unemployment rate is within the range 5-6.54%, correlation becomes positive.
Once the unemployment rate exceeds 6.54%, there is no correlation between inflation and
unemployment rate. Sovbetov & Kaplan (2019) researched the existence of the Phillips
curve in 41 countries for period 1980-2016, and they have confirmed that relationship
between these two variables differs over time: the Phillips curve is more present in
developed countries than in emerging countries; but the Phillips curve relationship is not
applicable during periods of recession, even for developed countries.

McLeay & Tenreyro (2020) analysed US CPI inflation and unemployment gap
(provided by Congressional Budget Office estimate) during Q1 1957-Q2 2018. The OLS
model which was analysed points to slightly negative correlation between these two
variables. Data was divided into 6 periods which were analysed separately: (1) Q1 1957-Q2
1971: negative correlation; (2) Q3 1971-Q4 1980: slightly positive correlation, affected by
large cost shocks due to the oil disruption; (3) Q1 1981-Q4 1983: negative correlation; (4)
Q1 1984-Q4 1988: correlation between inflation rate and unemployment gap was close to
zero; (5) QI 1989-Q2 2007: slightly positive correlation; (6) Q3 2007-Q2 2018: slightly
negative correlation.

Hooper, Mishkin & Sufi (2019) tested correlation between inflation rate (nominal
wage inflation) and unemployment rate in all 50 US states and the District of Columbia,
from 1981 to 2017. The estimated coefficient on the unemployment rate is negative and it is
-0.41. Results point to the conclusion that a state with a negative deviation from its normal
unemployment rate has a larger than average increase of nominal wage inflation. Osadcha
(2014) examined the existence of Phillips curve in the US based on state-level data during
1976-2007. Time series models which were conducted are OLS Model, Fixed and Random
Effects Models. Majority of states showed a negative relationship between current
unemployment rate and the future inflation rate (28 states out of 50) and on national level,
existence of the Phillips curve has been empirically confirmed with high level of
significance.

Milenkovi¢ et al. (2020) researched impact that independent variables gross
domestic product, government expenditures, unemployment, real interest rate, savings and
value-added tax have on inflation rate in following Balkan countries: Albania, Bosnia and
Herzegovina, Croatia, Montenegro, North Macedonia, Serbia and Slovenia from 2008-
2016. Results showed that GDP and government expenditure have a positive impact on
inflation rate, whereas unemployment, real interest rate, savings and VAT have negative
effects on inflation. Impact of GDP, unemployment rate and VAT is statistically significant,
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which is not the case with other variables. Furtula, Durkali¢ & Simionescu (2018)
confirmed low and positive correlation between inflation rate and unemployment rate in
Serbia and Romania by using Bayesian linear regression models.

Positive, but insignificant relationship between inflation and unemployment rate was
confirmed in Romania during the period 1990-2009 (Herman, 2010), which has pointed out
that the Phillips curve cannot be applied in Romania in the long run (20 years as subject of
analysis). The same conclusion has been reached by Melian (2021) during 1991-2013.

Ciupac-Ulici & Beju (2014) tested the existence of the Phillips curve in some
Eastern European countries during the period January 1998—May 2013 and negative
correlation was present in the Czech Republic, Poland, Romania and Slovakia, which was
not the case with Hungary and Slovenia. For two countries which showed positive
correlation, the authors introduced a dummy variable to present the appearance of financial
crisis and these results showed that the correlation before the crisis was negative, whereas
and after the crisis it is positive.

Karahan, Colak & Boliikbast (2012) confirmed negative correlation between
unemployment rate and inflation rate when investigating impact unemployment rate has on
inflation rate in Turkey (data analysed on monthly basis from January 2006-October 2011)
- ARDL results point to negative relationship between these variables in the short run and
absence of causation in the long run.

2. Data and methodology

The analysis in this research was conducted in order to validate inverse correlation between
inflation rate and unemployment rate in Bulgaria, Greece, Slovenia and Romania. These
two macroeconomic variables were analysed on a quarterly level during Q1 2009-Q3 2021.
The number of observations was 51 for each country and 204 in total.

Data source for inflation rate was Bank for International Settlements (BIS bank) and
analysed inflation rate was measured by Consumer Price Index (CPI). Unemployment rate
was analysed in percentages and calculated based on unemployment between 15 and 74
years. Unemployment rate data was obtained by Eurostat.

Methodology of this research contains presenting and comparing empirical data for
analysed 4 countries, descriptive statistics, testing existence of normality,
heteroscedasticity, autocorrelation and multicollinearity, panel analysis and graphic
presentation of correlation between these 2 variables. Panel analysis consists of Ordinary
Least Squares Model (OLS Model), Fixed Effects Model (FE Model) and Random Effects
Model (RE Model). For conducting econometric analysis, software that was used is
STATA and data was analysed on significance level of 5%.

The analysed model can be defined as:

Yit = o + Bxit + pit
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Where Y stands for dependent variable inflation rate, o is constant, f is coefficient of
independent variable unemployment rate, u is residual, i represents the number of countries
which were part of the analysis (=4), f=time frame of analysis (Q1 2009—Q3 2021).

Two hypotheses are defined and tested in this paper:

Hypothesis 1: Phillips curve, which points to inverse correlation between inflation
rate and unemployment rate, can be applied in Bulgaria, Greece, Slovenia and Romania
during the period Q1 2009-Q3 2021.

Hypothesis 2: Existence of the Phillips curve differs between countries that are using
Euro and other currencies as national currency.

3. Inflation rate and unemployment rate in selected
countries - empirical data

In order to determine the existence of Phillips curve in selected Balkan countries,
unemployment rate and inflation rate were analysed quarterly, in order to get more insight
on movement of these macroeconomics variables during a year. Inflation rate and
unemployment rate for Bulgaria, Greece, Slovenia and Romania from Q1 2009-Q3 2021
are presented in Graph 1.

Graph 1. Inflation rate and unemployment rate Q1 2009-03 2021
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When analysing empirical data for inflation and unemployment rate, results point to
highest (8.27% in Q2 2011) and lowest recorded inflation rate in Romania (-2.62% in Q1
2016), which means that Romania had the largest deviations when it comes to inflation rate
during the observed period. For the unemployment rate, the highest rate was recorded in
Greece (28.10% in Q3 2013), whereas the lowest was noted in Romania (3.9% in Q1 2019
and Q2 2019). When it comes to comparing average data for all 4 countries for both
inflation and unemployment rate, the highest average inflation rate was in Romania
(3.08%) and the lowest in Greece (0.54%), whereas Greece (20.2%) noted the highest
average unemployment rate and Romania (6.01%) the lowest.

Another thing which can be noticed is the rise in inflation rate in the last 3 quarters
of 2021, which is a product of consequences corona virus has left on the world economy —
rise in prices of energy sources, oil, higher demand, delayed cross-border transport etc.

When European Zone (EZ) countries are divided into the core and the periphery
countries, they can be observed as developed European countries, older EZ countries which
joined the monetary union during 1999/2001 (EZ12) and newer members which have
joined after 2007 (EZ19). The unemployment rate during 2007-2018 has been the highest in
EZ12 countries and is followed by EZ19 and core EZ countries (Beker-Pucar & Glavaski,
2020). These results are in accordance with analysed data in this paper, since Greece is part
of the EZ12 countries and has the highest unemployment rate and Slovenia is part of EZ19
and unemployment rate is on a lower level.

The inverse movement of these two indicators can be noticed in the graphic
overview — when inflation rate increases, unemployment rate decreases and vice versa.
Depending on the country, this regularity is more or less noticeable, but the Phillips curve
cannot be confirmed or rejected just by looking at graphic overview — econometric analysis
is conducted, which will lead to confirmation or rejection of Hypothesis 1.

Table 1 and Table 2 present descriptive statistics (both basic and more detailed) for
analysed 4 wvariables: Countries, Quarters, Inflation rate (dependent variable) and
Unemployment rate (independent variable). Besides the total number of observations,
which is 204 (51 observed quarters for 4 countries), the basic descriptive statistics presents
mean, standard deviation, minimum and maximum for each of these variables. Apart from
these indicators, dependent and independent variables are analysed “overall” (considering
all data), “between” (considering data between different countries) and “within”
(considering data for analysed period, not considering different countries). For inflation
rate, “within” standard deviation is higher than “between”, meaning that differences are
more significant within the analysed period, which is not the case with unemployment rate,
where higher importance is given to differences between countries. In Table 2, results for
the number of observations, analysed countries and analysed time frame (number of
observed quarters) are presented in absolute numbers, whereas the remaining data is
presented in percentage.

»

Ananu Exoromekor cpakynteta y Cy6otuum — The Annals of the Faculty of Economics in Subotica, Vol. 59, No. 50, pp. 083-097

89



90 |Aleksandra Zivkovié

Table 1. Descriptive statistics

Variable Obs Mean Std. Dev. Min Max
Country 204 2,5 1,120784 1 4
Quarter 204 26 14,75581 1 51
Inflation rate 204 1.616765 2.20183 -2.62 8.27
Unemployment rate 204 10.47598 | 6.574444 39 28.1
Source: the author’s calculation in STATA
Table 2. Detailed descriptive statistics
Variable Mean Std. Dev. Min Max Observations
Overall | 1.616765 | 2.20183 -2.62 8.27 N=204
Inflation rate Between 1.0935 5376471 3.080784 n=4
Within 1.986664 | -4.08402 6.80598 T=51
Overall | 10.47598 | 6.574444 39 28.1 N=204
Unemf;t‘;ymem Between 6.561063 | 6.007843 202 n=4
Within 3.283079 | -.6240196 | 18.37598 T=51

Source: the author’s calculation in STATA

Before starting the panel analysis, the following tests were completed to determine
presence or absence of:

1.
2.
3.
4.

normality — Skewness/Kurtosis test
heteroscedasticity — White’s test
multicollinearity — VIF test

autocorrelation — Durbin-Watson test

The observed data is not normally distributed, since Skewness/Kurtosis test
indicates p=0.0000 (Table 3).

Table 3. Skewness/Kurtosis test — testing normality

Variable

Obs

Pr(Skewness)

Pr(Kurtosis)

ajd chi2(2)

Prob>chi2

residuals

204

0.0000

0.1135

32.04

0.0000

Source: the author’s calculation in STATA

When it comes to testing heteroscedasticity, using White’s test has proven the
presence of heteroscedasticity — p-value is lower than 0.05 (Table 4).
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Table 4. White'’s test — testing heteroscedasticity
White’s test for Ho: homoskedasticity
Against Ha: unrestricted heteroskedasticity
Chi(2) =7.57
Prob > chi2 = 0.0227
Cameron & Trivedi’s decomposition of IM-test

Source Chi2 df p
Heteroskedasticity 7.57 2 0.0227
Skewness 7.22 1 0.0072
Kurtosis 0.45 1 0.5046
Total 15.24 4 0.0042

Source: the author’s calculation in STATA

Absence of multicollinearity is proven with VIF test (Table 5), since results from
STATA point to: VIF=1.00<10.

Table 5. VIF test — testing multicollinearity

Variable VIF 1/VIF
Unemployment rate 1.00 1.000000
Mean VIF 1,00

Source: the author’s calculation in STATA

For testing the presence of autocorrelation, Durbin-Watson test was used. Obtained
results from STATA are: Durbin-Watson d-statistic (2.204)=0.2643769. This result was
compared with results from the Durbin-Watson significance table and observed
specifications were: number of observations (200); k=1; range dU (1.664)-dL(1.684). Since
d=0.2643769 is lower than dL in the Durbin-Watson significance table, null hypothesis is
rejected and autocorrelation is present.

4. Panel analysis of interdependence of unemployment rate
and inflation rate

In order to determine interdependence of unemployment rate and inflation rate in selected
countries, panel data was created and the following models were analysed: OLS (Ordinary

Least Squares Model), Fixed Effects Model and Random Effects Model. Results of the
OLS Model are presented in Table 6.

Table 6. OLS model

Source SS df MS Number of obs =204
Model 147.449071 1 147.449071 F(1.202) = 35.60
Residual 836.706594 202 4.14211185 Prob > F = 0.0000
R-squared = 0.1498
Total 984.155665 203 4.84805746 Adj R-squared = 0.1456
Root MSE = 2.0352
Inflation rate Coef. Std. Err. t P>Itl [95% Conf. Interval]
Unemployment | -.1296325 | .0217272 -5.97 0.000 -.1724737 | -.0867913
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rate
cons 2.974792 2685377 11.08 0.000 2.445296 3.504289

Source: the author’s calculation in STATA

The OLS Model is statistically significant (p-value=0.0000<0.05) and 14,98% of
inflation rate movements are explained by unemployment rate changes. P-values that
correspond to constant and independent variable (unemployment rate) are statistically
significant (0.0000<0.05) which makes OLS model corresponding and that increase of
unemployment rate for 1% leads to decrease of inflation rate by 0.1296325% (OLS Model:
Inflation rate=2.974792-0.1296325*Unemployment rate). Negative coefficient next to the
independent variable points to indirect correlation between unemployment and inflation
rate.

The second model that was analysed was the Fixed Effects Model (Table 7). As for
the OLS model, it was proven to be statistically significant (model p-value is 0.0002<0.05;
p-values for constant and dependent variable are 0.0000<0.05) and indirect correlation
variable is confirmed. This model is corresponding and it reads: Inflation rate=3.249615-
0.1558661*Unemployment rate.

Table 7. Fixed effects model

Fixed-effects (within) regression Number of obs =204
Group variable: Country Number of groups = 4
R-sq: within = 0.0663 Obs per group: min =51
Between = 0.5264 Avg =51.0
Overall = 0.1498 Max =51

F (1,199) = 14.14
Prob > F =0.0002

Corr(u_i, Xb) =-0.2525

Inflation rate Coef. Std. Err. t p>tl [95% Conf. Interval]
Unemployment rate | -.1558661 .0414486 -3.76 | 0.000 -.2376008 -.0741313
cons 3.249615 4549382 7.14 ] 0.000 2.352496 4.146733
Sigma u 78671604
Sigma_e 1.9388257
Rho 14137203 (fraction of variance due to u i)
F test that all u i=0: F(3,199) = 7,86 Prob >F =0,0001

Source: the author’s calculation in STATA

Last Model that was analysed as part of the panel analysis is the Random Effects
Model (Table 8). Conclusion is the same as for two previous models: statistically
significant model (p=0.0001<0.05) with indirect correlation between inflation rate and
unemployment rate. Random Effects Model can be presented as: Inflation rate=3.173797-
0.1486288*Unemployment rate.
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Table 8. Random effects model

Random-effects GLS regression Number of obs =204
Group variable: Country Number of groups = 4
R-sq: within = 0.0663 Obs per group: min = 51
Between = 0.5264 Avg =51.0
Overall = 0.1498 Max =51
Corr(u_i, X) = -0 (assumed) Wald chi2(1) =16.29
Theta =.70544379 Prob > chi2 = 0.0001
Inflation rate Coef. Std. Err. z p>lzl [95% Conf. Interval]
Unemployment -.1486288 .0368302 | -4.04 | 0.000 -.2208147 -.0764428
rate
cons 3.173797 .6002909 5.29 0.000 1.997248 4.350345
Sigma_u .88079972
Sigma_e 1.9388257
Rho .17107679 (fraction of variance due to u_i)

Source: the author’s calculation in STATA

In order to choose between Fixed Effects and Random Effects Model, Hausman test
was performed and obtained results point to p=0.7035 (p>0.05), which means that Null
Hypothesis is confirmed and that corresponding Model is Random Effects Model (Table 9).

Table 9. Hausman test

Cocefficients
(b) B) (b-B) Sqrt (diag(V_b-V_B))
fixed random Difference S.E.
Unemployment rate -.1558661 -.1486288 -.0072373 .0190136

b = consistent under Ho and Ha; obtained from xtreg
B = inconsistent under Ha, efficient under Ho; obtained from xtreg
Test: Ho: difference in coefficients not systematic

chi2 (1) =(b-B) '[(V_b-V_B)* (-1)] (b-B)
= 0.14
Prob>chi2 =0.7035

Source: the author’s calculation in STATA

5. Discussion of results

Panel analysis has led to the conclusion of indirect correlation between inflation rate and
unemployment rate. The most appropriate model is Random Effects Model:

Inflation rate = 3.173797 — 0.1486288 * Unemployment rate

This model indicates that an increase of unemployment rate for 1% leads to decrease
of inflation rate for 0.1486288%. If unemployment rate was 0%, inflation rate would be
3.173797%. Graph 2 presents a scatter plot of unemployment rate and inflation rate, which
can graphically confirm negative correlation between these two variables in observed 4
countries, whereas Graph 3 presents separate scatter plots for each of the analysed
countries.
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Graph 2. Inflation rate and unemployment rate scatter plot
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Graph 3. Inflation rate and unemployment rate scatter plot — by country
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The negative correlation is the strongest in Greece, and is followed by Bulgaria,
where the inverse relationship between inflation and unemployment rate is significantly
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lower. In Slovenia, the correlation is barely negative and in Romania correlation is slightly
positive. By separating these four countries as those that use euro as national currency
(Greece and Slovenia) and those that do not (Bulgaria and Romania), a unique conclusion
cannot be drawn. Negative correlation is present in Greece and Slovenia, but negative
impact of unemployment rate on inflation rate in Slovenia is close to zero. For countries
which are not using euro as national currency, the results are opposite: slightly negative
correlation in Bulgaria compared to slightly positive correlation in Romania. Since
differences are present between correlations of these two countries, but in both of them
correlation is close to zero, the conclusion which can be drawn is that in countries that do
not use euro as national currency, correlation between inflation rate and unemployment rate
is so weak, that it can be considered that it does not exist.

What can be observed is that Greece, as a country with the highest negative
correlation between inflation rate and unemployment rate, had the lowest average inflation
rate and the highest average unemployment rate during the analysed period, and Romania,
which marked highest average inflation rate and lowest unemployment rate, had slightly
positive correlation between the two observed variables.

Results obtained in this paper are in accordance with findings of Bulligan & Viviano
(2017), Hindrayanto, Samarina & Stanga (2019), Shaari et al. (2018), DiNardo & Moore
(1999), Hooper, Mishkin & Sufi (2019), who have confirmed the existence of the Phillips
curve in developed countries. When it comes to Balkan countries, negative correlation
between inflation rate and unemployment rate was confirmed by Milenkovi¢ et al. (2020),
whereas low and positive correlation in Romania was confirmed by Furtula, Durkali¢ &
Simionescu (2018), Herman (2010) and Melian (2021).

When analysed countries as observed as panel data, the existence of the Phillips
curve during period Q1 2009—Q3 2021 is empirically confirmed. But these results differ
between countries and some of them present higher, some lower negative correlation,
whereas positive correlation is present in Romania. These results represent important
guidelines and directions for policy makers and should be taken into account when deciding
on the course of economic policy. If the aim is to increase employment rate and encourage
economic growth, what needs to be considered is the impact this will have on inflation rate
and vice versa.

Conclusion

Low and stable inflation rate and unemployment rate are some of the main goals for every
economic policy — keeping the rise of prices on low level, but also unemployment rate on as
close to natural unemployment rate — but as theoretically confirmed by Phillips curve,
which points to inverse movement of these two variables, often this cannot be the case.
Lowering the unemployment would lead to higher production, GDP growth, wages,
purchasing power, which will eventually lead to price increase and inflation rate rise.

Even though Phillips curve is highly appreciated in economics theory, it is
empirically confirmed that it cannot be applied in all countries, so the aim of this research
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was to test existence of Phillips curve in 4 European countries: Bulgaria, Greece, Slovenia
and Romania, during the period Q1 2009-Q3 2021.

After conducting panel analysis, the most adequate model was chosen, which is
Random Effects Model: Inflation rate=3.173797-0.1486288*Unemployment rate. These
results confirm inverse correlation between inflation rate and unemployment rate, which
confirmed the existence of Phillips curve and accepted Hypothesis 1 of this research.

However, results differ between countries. Differences between countries that use
euro as national currency and those that do not are not pointing to unique conclusion —
Greece and Slovenia have negative correlation, but for countries that are not using euro as
national currency, results suggest both positive and negative correlation, but it is so weak
that is can be considered as it does not exist — so Hypothesis 2 cannot be rejected.

As this research analyses only 4 European countries, within a period of almost 13
years, suggestions for further econometrics analysis would include all European countries
and a broader time frame, in order to determine the existence of the Phillips curve. Since
the model in this research is simple, and it analyses only the impact of unemployment rate
on inflation rate, further research should include more macroeconomic variables, in order to
analyse the influence of all independent variables on inflation rate.
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Abstract: The paper deals with the impact of low interest rate environment on the insurance companies’
portfolio composition in EU countries. The aim of the research is to show that continuously low interest rates
could influence insurance companies to become more exposed to risky asset classes, but there is also
possibility that insurance companies remain mainly exposed to fixed income assets. The secondary data
analysis is carried out to further examine the potential portfolio dynamics in Q4 2017-Q4 2021 period. The
results of the analysis show that in most EU countries insurance companies remain invested in fixed-income
assets. However, in eight countries (mostly Nordic countries) insurance companies have become significantly
more exposed to equity and equity mutual funds, which suggests that portfolio reshaping has taken place in
these countries.
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Caxetak: Pag ce 6aBu aHanusom yTuuaja ambujeHTa HWUCKUX KamaTHMX CToma Ha CTpyKTypy noptdonuja
ocurypaBajyhux komnaHuja y 3emrsama EBponcke yHuje. Linrb uctpaxusarba je Aa nokaxe Aa KOHTUHYMPaHo
HWCKe kamaTHe CToMe MOry yTULATK Ha TO Aa ocurypaBajyhe koMnaHwje NocTaHy U3NoXeHuje pU3MYHUM Kracama
(bMHaHCHCKe aKTKBe, anW MocToju U MOryhHOCT Aa ocurypasajyhe KoMnaHwje OCTaHy YriaBHOM W3MOXeHe
(OMHAHCHJCKUM MHCTPYMEHTUMa ca (OUKCHUM MPUHOCOM. AHann3a CekyHAapHUX nogataka je cnpoBefeHa pagu
[arber ucnuTvBama MoTeHUWjanHe AuHamuke CTpykType nopTdonuja y nepuogy T4 2017-T4 2021. rogumHe.
PesynTaT aHanuse nokasyjy aa cy y BehuHu 3emarba EY ocurypaBajyhe komnaHuje 3agpxane npeTexHu 4eo
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nopTcornuja UHBECTUPaH Y XapTuje of BPeAHOCTH ca (hmKCHUM npuHocoM. MehyTim, y ocam 3emarba (yrnasHoM
CKaHOWHaBCKe 3eMibe) ocurypaBajyhie komnaHwje cy mocTane 3HaTHO M3MOXeHuje akuujama M akLujckum
WHBECTULMOHUM (DOHAOBMMA Y MOCMaTPaHOM Mepuody, LITO Cyrepulle Aa je y OBMM 3emrbama AOWno A0

Npeobnu1KkoBatba CTpyKType nopTchonuja.

Krby4He peun: ocurypaBajyhe komnaHuje, CTpykTypa nopTdhonuja, HUCKe kKamaTHe CTone, AyXHUYKE XapTuje Of

BPEAHOCTY, aKuuje.
JEN knacudpmkaumja: E43, G11, G22, 016

Introduction

Insurance companies are one of the three most important types of institutional investors and
play an important role in the global financial market. Given the fact that insurance companies
invest primarily in long-term asset classes, they provide the largest part of long-term
financing of the economy. The insurance sector has grown considerably in the previous
decades and has become inextricably linked with banks and other financial intermediaries in
the process of offering insurance products. Total gross premium in the global insurance sector
has grown from 3.9 trillion dollars in 2010 to approximately 6 trillion dollars in 2021 at a
compound annual growth rate of 4% (McKinsey & Company, 2022). Funds placed by
insurance companies on the financial market in 2020 amounted to 35.1 trillion dollars,
compared to the amount of 21.2 trillion dollars in 2007 (PwC, 2020). For the sake of
comparison, the assets that open-end investment funds invest in the financial market in 2020
amounted to 43 billion dollars, and the assets of pension funds were around 55 billion dollars

(I0SCO, 2022).

Traditionally, insurance companies are considered to be financial market stabilizers.
As long-term investors, they conventionally hold assets until maturity and are indifferent to
short-term price movements. Therefore, they are expected to react countercyclically to price
changes, i.e., they buy those assets whose prices are falling and vice versa. The reason why
insurance companies can act countercyclically in the financial market is the relative stability
and predictability of their financial liabilities, which makes them more resistant to short-term
movements of economic and financial indicators. In this way, insurance companies are able

to absorb short-term losses (Timmer, 2018, 269).

Life insurance products usually include a savings component, which means that in
addition to the insurance, the policyholder is also entitled to a certain return after the
expiration of a defined period of time. Given that life insurers traditionally provide coverage
solely against death, whose probability can be relatively precisely calculated by using
mortality tables, life insurers are able to accurately estimate future financial obligations
stemming from the life insurance contract payouts. On the other hand, non-life insurance
products protect policyholders against many different events whose probability is much more
difficult to predict, such as fire, flood, burglary or car theft. Therefore, from the perspective
of unexpected losses occurrence, non-life insurance is riskier than life insurance (Grundl,

Dong and Gal, 2016, 6).

Regarding implications concerning the investment process, life insurance companies
should invest in long-term securities that bring stable financial inflows in defined time
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intervals, due to the long-term nature and predictability of their future liabilities. In addition
to harmonizing future financial outflows and inflows in a quantitative sense, it is also
important for the insurance companies to match the duration of liabilities and the assets. By
doing this, the insurers become capable of responding at any time to claims for servicing
contractual obligations. However, this only applies in relatively stable economic conditions
without significant external shocks.

Bonds are securities that meet the above-mentioned requirements of insurance
companies in most satisfying manner. In 2021, in 23 out of 40 OECD member countries,
bonds made up 50% of the total portfolio of insurance companies, and in two countries their
share was more than 90% (OECD, 2021, 17). Given the relatively straightforward
predictability of financial outflows, the liquidity needs of life insurers are not large, so the
share of money market in portfolio is relatively low (around 5% in most countries). On the
other hand, the liquidity needs of non-life insurance companies are larger compared to life
insurance, due to the greater uncertainty in predicting financial outflows. Hence, the money
market instruments account for a greater share of non-life insurers’ portfolio.

In the last decade the global financial market and, especially, Eurozone have been
characterized by the presence of low interest rates. Although low interest rates increase
investment spending by making it cheaper, from the perspective of long-term investors, such
as insurance companies, this trend carries some specific implications. How do low interest
rates affect the financial position of insurance companies? Due to the high exposure of the
insurance sector to fixed-income securities, their investment returns decrease with lowering
market interest rate, since the net cash flow stemming from premiums collected and maturing
bonds has to be reinvested at lower interest rates (European Central Bank, 2015, 134). Also,
it is important to point out that many life insurance products include a guaranteed minimum
rate of return. If in the past this rate of return was set at a relatively high level, in the presence
of long-term low interest rates insurers may face problems in servicing guaranteed
contractual obligations. Low interest rates affect not only the value of fixed-income
securities, but also the value of the anticipated future liabilities. The valuation of assets and
liabilities, in accordance with the fair (market) value principles, implies that when market
interest rates go down this leads to the reduction in the discount rate used to calculate the
present value of liabilities, and, consequently, the increase in the value of financial liabilities
occurs.

With respect to the previously highlighted features that reflect the European financial
market position in the past ten years, the subject of the paper is the impact of low interest
rates on the investment position of insurance companies. The aim of the paper refers to the
analysis of dynamics of the life insurers' portfolios in EU countries triggerred by the low
return rates of fixed-income securities. Consequently, two research hypotheses are defined
in the paper:

H1: Insurance companies in EU countries remain primarily invested in debt securities in
conditions of low interest rates.
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H2: An upward trend in equity and equity funds exposure of insurance companies in EU

countries is present in Q4-2017 - Q4-2021 period.

In order to prove/reject the defined hypotheses, the analysis of secondary data
obtained from publicly available databases is conducted. The database of the European
Insurance and Occupational Pensions Authority (EIOPA) is primarily used, which refers to
the portfolio composition of insurance companies in 22 countries of the European Union.
The data was collected for the Q4-2017 - Q4-2021 period, with a quarterly frequency. The
insurance sectors in the remaining member countries were not taken into account, considering

the negligible share in total assets of the EU insurance sector.

In addition to the introduction and conclusion, the paper consists of three logically
connected parts. In the first part of the paper, an overview of trends in EU insurance sector
in the period immediately before, during, and after the COVID-19 pandemic is given. The
second part deals with analysis of key features of insurance companies investing in conditions
of low interest rates. In the third part of the paper, the movements in the insurers' portfolio
composition are examined for each of the observed countries and at the level of the entire

sample of countries. The last part of the paper refers to drawing appropriate conclusions.

1. The overview of European insurance market

The European Commission forecasted that by the end of 2022 and in 2023, a significant
expansion of economic activity in EU countries of the European Union could be expected,
with an annual GDP growth rate of 4% and 2.8%, respectively. In the third quarter of 2021,
the EU GDP reached the level recorded immediately before the COVID-19 pandemic onset,
and by the end of 2022 this result is expected for all individual member countries (European
Commission, 2022). Economic growth is still shaped by the adverse pandemic effects, but
also by new challenges stemming from the Russian-Ukrainian conflict, the energy crisis and
rising food prices, coupled with protracted increase in public expenditures and budget deficits

in almost all EU economies (Vladusi¢, Zivkovié and Panti¢, 2020, 66).

The insurance sector in EU countries entered 2020 with good indicators in all aspects
of business activities. In 2019, life and non-life insurance gross premiums increased by 6%
and 12%, respectively, the average return on the excess of assets over liabilities reached 9%,
and the sector was well capitalized with an average value of SCR (solvency capital
requirement) of 213% (EIOPA, 2021a, 23). However, the unexpected COVID-19 outbreak
in Q1-2020 led to European countries closing their borders to contain the pandemic. Financial
markets suffered huge short-term losses, and institutional investors reoriented themselves to

invest in safe asset classes.

This situation represents a serious challenge for the insurance sector, and especially
for the life insurance business, which previously faced difficulties due to the prolonged period
of low interest rates. During 2020, the life insurance sector suffered a decline in gross
premiums of around 7%. On the other hand, non-life insurance sector recorded an increase
of approximately 8%. Most countries reported a decline in gross insurance premiums, and in
some countries, such as France, Finland and Portugal, the annual percentage decrease was in

Ananu ExoHomckor thakynteta y CyGotuum — The Annals of the Faculty of Economics in Subotica, Vol. 59, No. 50, pp. 099-114



The impact of low interest rates on the insurance companies’

portfolio composition in EU countries

double digits (EIOPA, 2021b, 8). However, already in 2021 the life insurance premium has
increased by as much as 14% compared to the end of 2020, while an increase of 8% was
reported for non-life insurance. Considering the relatively quick recovery, it can be pointed
out that the EU insurance sector has shown significant resistance to the adverse pandemic
effects, so projections show that as of the mid-2022 total insurance premium will reach the
level of 7 trillion dollars globally for the first time (SwissRe Institute, 2021, 23).

Investment profitability of insurers in 2020 deteriorated mainly due to unfavorable
financial market movements in the first half of 2020, with insurance profitability improving
considerably in the second half of 2020. Average return on assets (ROA) decreased from
0.59% in 2019 to 0.38% in 2020, while return on excess assets above liabilities decreased
from 7.9% in 2019 to 5.5% in 2020 (EIOPA, 2021a, 29). The negative impact on the insurers’
assets was caused by the sharp decline in stock market indices in March 2020, but was
partially offset by the stock market recovery in the second half of 2020. On the other hand,
the reduction of the risk-free interest rate, which is used as a discount rate when calculating
the present value of the insurers’ liabilities, affected the liabilities side adversely in 2020.

Figure 1: Trends in the rate of return on long-term government bonds in the Eurozone, 2008-2021
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Source: FRED Database (2022). Long-Term Government Bond Yields: 10-year: Main (Including Benchmark) for
the Euro Area Federal Reserves Economic Data, St. Louis FED.

The non-life insurance solvency position remained relatively stable in the wake of the
COVID-19 pandemic, while the life insurance solvency deteriorated in the first half of 2020,
and then recovered slightly in the second half. Already in the first half of 2021, the median
solvency ratio (SCR) increased to 236%, which is higher than 229% recorded at the end of
2020 (EIOPA, 2022, 48). Also, in most EU countries, there was no significant decrease in
solvency during 2021.

The most significant characteristic of the European financial market in the previous
decade is the perennial presence of low interest rates. As shown in Figure 1, the period from
2008 to 2021 was marked by a significant decline in the long-term government bonds yield
in the Eurozone, from 4.5% in 2008 to a level approximately equal to zero in 2021. However,
starting from January 2022, government bond yield entered an upward trend for the first time
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since 2018. In October 2018 the yield on government bonds in the Eurozone was at the
highest level since the middle of 2015. This was followed by a prolonged period of decline,
so that the end of 2020 and the beginning of 2021 were marked by the presence of negative
nominal rates of return. In 2021, the yield on government bonds became stagnant, and starting
from January 2022, the already mentioned growth has occured. The rising trend of the yield
on government bonds in the Eurozone in the first half of 2022 can be attributed to the rise of
the expected medium-term inflation rate, but also to the rise of the investors’ exposure to

stocks.

Also, the rate of return on corporate bonds increased in 2022, which can be explained
by positive expectations regarding economic recovery prompted by a significant coverage of
the European population with vaccines (EIOPA, 2021a, 14). The corporate bond yields
reached the highest level in the previous 5 years in April 2022, and the highest level in the
previous ten years of approximately 2.7% in June 2022. The yield on corporate bonds in the
Eurozone rose starting from the end of 2021, with a significant upward trend in 2022. In June
2022, the rate of return was already at a significantly higher level compared to March 2020,
when the COVID-19 impact on the EU financial market became alarming. This growth
comes after a multi-year period of low interest rates that culminated in 2020 and 2021, and

can be attributed to a gradual tightening of monetary policy in Eurozone.

When it comes to stock market movements, the European stock market responded
very quickly to the negative effects of the pandemic in 2020. After the drastic fall that
occurred in the first half of March 2020, the slight recovery of the stock market indices began
already in April of the same year, since the benchmark indices of the European stock market,
Stoxx 600 and Euronext 500, reached the pre-pandemic levels already in April 2021
(Euronext, 2022). In January 2022, both indices reached historical highs, and then in the rest
of 2022, the value of both indices fell, due to fluctuations in global energy market, the

Russian-Ukrainian conflict and the rise in food prices.

2. Investment activity of insurance companies in the low interest

rate environment

Given that the primary insurers’ objective is to increase their own market value, they will
tend to create a portfolio composition that generates the highest return for the chosen measure
of risk (Gatzert & Kosub, 2014, 352). In this regard, the insurance companies’ investments
must meet two contradictory goals: providing a high level of protection against the risks
assumed and obtaining a high return on the invested funds (Koc€ovi¢, Paunovi¢ and Jovovié,
2015, 387). The overall insurers’ investment policy is based on the principles of safety,
profitability and liquidity. Due to its basic function of providing insurance, every insurer
must primarily take into account the security when making investment decisions.
Accordingly, the primary direction of investing the insurer's assets should be less risky asset
classes. Additionaly, the principle of security is realized through diversification of
investments, as well as maintaining the solvency margin at the prescribed level when

investing funds (Koc¢ovi¢ & Jovovic¢, 2013, 13).
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Various asset classes assume different risk-return profiles (Wilcox & Fabozzi, 2013,
275). The access to the entire range of asset classes is purely theoretical, since, in practice,
regulatory restrictions are imposed concerning exposure to some of the asset classes, usually
risky ones. Also, insurers may not have sufficient expertise in some asset classes or a required
security is not available at a certain time, as is often the case with indexed government bonds
(InsuranceEurope and Oliver Wyman, 2013, 15).

Bearing in mind that the current market environment is marked by low rates of return
on fixed-income asset classes and fluctuations in the prices of other asset classes, the security
principle may become difficult to follow, due to the uncertainty in estimating future return
rates (Horing, 2013, 254). This problem becomes particularly important when fixed-income
asset classes do not bring sufficient rates of return, which has been the case for many years
in EU countries. Insurance companies account for the largest share of the European long-
term bond market, especially for bonds with a maturity of more than 10 years. In the total
turnover of bonds with these maturities, insurance companies participate with approximately
40% (Rousova & Giuzio, 2019, 4). Consequently, the presence of low interest and coupon
rates and reinvestment risk significantly burden the process of investing insurers' assets.

In the past decades, the global economy was affected by numerous financial crises
with detrimental economic ramifications (Kostin, Runge and Adams, 2021, 34). Hence, after
the Global financial crisis, new regulatory frameworks were put in place to prevent insurance
companies from excessive risks taking. The harmonized regulatory framework for the
insurance sector, established in EU with the introduction of the Solvency II directive at the
beginning of 2016, does not favor or hinder long-term investments of insurers, but rather
emphasize responsible financial assets and liabilities management by introducing
mechanisms that allow determining the objective risk exposure of each insurer.

The investment risk is reflected, in the first instance, in prescribing the required level
of capital. The Solvency Capital Requirement (SCR) is set so that the insurer can meet its
liabilities in the next 12 months with a probability of at least 99.5%, i.e. in 199 out of 200
possible cases (Kouwenberg, 2018, 447). In this way, Solvency II links the marginal
contribution of each investment to the required solvency capital, in order to provide insight
into risk allocation and the relationship between expected return and additional investment
risk. Based on the defined SCR criteria, the insurers are expected to design an optimal
strategic asset allocation that maximizes the expected return on assets, up to the limit of the
SCR for market risk determined by the standard formula.

In response to the global financial crisis and recession starting in 2007, central banks
of the most developed economies, namely the United States, the United Kingdom, the
Eurozone and Japan, lowered short-term interest rates through quantitative easing programs
to stimulate investment activity. The expansionary monetary policy led to the movements of
interest rates similar to the Japan scenario starting in the 90s, with entering the negative real
interest rates zone. Monetary policy aimed to stabilize the financial system and accelerate
economic recovery, but on the other hand, an environment of long-term low interest rates
was created. A downvard trend in interest rates affected both the insurer's assets and liabilities
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side and caused the insurer's financial position to deteriorate in the short term as well as in

the long term (Grundl, Dong and Gal, 2016, 28).

The question arises which effect is more pronounced, an increase in the value of assets
or an increase in the value of liabilities. In general, it can be pointed out that the financial
liabilities increase is greater than the financial assets increase, due to the fact that fixed-
income assests make up only one part in the portfolio composition. Also, an important factor
is the question of the sensitivity of portfolio value and the liabilities value to interest rate
changes. As a measure of this sensitivity, bond duration is used, which represents the number
of years required for the bond to repay the amount that the investor paid for its purchase. The
practical application of duration refers to measuring the change in the bond price if interest
rate went up or down by one percent. The longer the duration, the more sensitive the bond
price or the entire portfolio value to interest rate changes is. The duration can also be
calculated for the liabilities side, and in the case of life insurance it is common that the
liabilities duration is greater than the assets duration, since duration is greater when the
maturity period is longer, which is specific for life insurance policies concluded in multi-year
and even multi-decade time periods. By doing so, the so-called negative duration gap occurs,
where duration, that is, the sensitivity to interest rate changes, is greater on the liabilities side
compared to the assets side. In the falling interest rates scenario, the liabilities increase is
greater than the assets increase in the presence of the negative duration gap (Mohlmann,

2021, 587).

In practice, matching the cash flows of financial assets and financial liabilities is much
more demanding than simply subtracting the expected outflows stemming from payouts to
policyholders from the expected cash inflows of the financial assets (Babbel, 2001, 10). Even
if all cash flows are perfectly matched, insurers may still face unexpectedly high payout
claims (for example, events such as 9/11, Hurricane Katrina, etc.). On the other hand, the
duration mismatch can be an intentional choice of insurance company managers because they
prioritize the high returns seeking rather than maturity matching. Also, insurance policies are
usually of a very long-term nature and precise maturity adjustment over such a long period

could be practically impossible.

As a reaction to the downward trend in interest rates, insurers’ investments had
become more diversified during the second decade of the 21st century. In search of higher
returns, some insurance company managers have opted for alternative assets, primarily long-
term, illiquid forms of investments, or emerging markets investments. Others have chosen a
strategy of de-risking by increasing exposure to short-term assets and more frequent
reinvestment to cope with changing regulations and unfavorable financial market trends.
However, given that fixed-income asset classes account for major share in the insurers'
portfolios, low interest rates have led to lower investment returns that may become
insufficient to cover the investment guarantees that are often an important feature of life

insurance contracts, especially in European countries.
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3. Analysis of changes in portfolio composition of insurance
companies in EU countries

In this part of the paper, a detailed analysis of insurance companies portfolio composition
movements in 22 EU countries is given. The data used in the analysis cover a four year period,
i.e., from the last quarter of 2017 to the last quarter of 2021. Although it is a relatively short
period, the reason why data taken from the EIOPA agency database were used is the
straightforward positioning of the asset classes that are included when looking at the
insurers’portfolio composition in the observed countries, which is not the case with other
publicly available databases of various international organizations. The portfolio
composition is clearly defined by prescribing nine asset classes, the so-called CIC
(complementary identification code) codes, of which CIC 1 class - government bonds, CIC
2 - corporate bonds, CIC 3 - shares and CIC 4 - investments in investment units and shares
of investment funds, are used. Investments in other classes were not analyzed in detail. Given
that investments in CIC 4 class are further classified into investments in equity funds, debt
funds (fixed-income funds) and alternative funds, the analysis includes data on investments
in equity funds and debt funds as an indirect way of investing funds in stocks and fixed-
income asset classes.

Figure 2: Portfolio composition in the sample of EU countries, 20170Q4-202104, in percentage
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=—=CIC 3 Equity
30

e Equity funds

20 - an oo o -&:_’—(:'. —Debt funds
e Equity and equity funds
10 E‘ 5’—" e Dbt and debt funds

Source: the authors calculation based on EIOPA, (2022), Insurance Statistics — Asset Exposures.

The countries included in the sample account for 92% of the total assets of EU
insurers, which makes this sample representative in looking at developments at the level of
the entire European Union. As can be seen in Figure 2, portfolio composition for the entire
sample was relatively stable in the observed period, with some minor changes. In the insurers’
portfolio composition debt securities prevail, with a share of approximately 60%, although
there is a trend of decreasing a share recorded in 2020 and 2021. The share of equity and
equity funds was around 20% at the beginning of the period with a slight rising tendency,
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starting from the first quarter of 2020. In the same period, the share of government bonds
gradually decreased (from 27% at the beginning of the period to 24% at the end of the period).

Although, based on Figure 2, it could be concluded that there were no significant
changes in portfolio composition in the observed period, Table 1 provides more specific
information.

Table 1: Changes in insurers portfolio composition in sample countries, in 20170Q4-202104 (in %)

Gov. | Corp. | Equity | Mutual | Equity | Debt | Equity | Debt
bonds | bonds funds funds funds and and
equity debt
funds funds
1 Austria -1.27 -4.54 2.24 2.49 0.79 -0.36 3.02 -6.17
2 Belgium -5.84 -291 2.03 5.59 1.52 2.11 3.55 -6.64
3 Bulgaria -6.15 -2.03 1.81 7.50 3.07 1.36 4.88 -6.81
4 Czech
Republic 0.94 -2.06 0.44 6.36 1.65 1.29 2.09 0.17
5 Denmark -0.27 -3.03 3.24 -0.11 1.74 -1.31 4.97 -4.61
6 Finland -1.24 -4.21 -0.44 5.73 342 0.64 2.98 -4.82
7 France -2.32 -3.94 1.75 3.95 1.52 0.71 3.27 -5.55
8 Greece -5.43 0.13 0.78 3.84 1.79 1.63 2.57 -3.68
9 The
Netherlands | -4.92 2.62 2.21 2.89 -1.36 0.13 0.85 -2.17
10 Croatia -7.80 3.07 3.12 1.87 0.66 0.98 3.78 -3.75
11 Ireland -3.09 -0.28 4.15 1.16 2.82 0.33 6.98 -3.05
12 Italy -3.02 -0.90 -0.32 5.72 3.25 1.62 2.93 -2.30
13 Hungary -3.89 -0.77 0.69 5.09 8.54 -2.19 9.23 -6.85
14 Germany -0.44 -6.76 3.32 4.03 1.18 0.72 4.50 -6.48
15 Norway -3.82 -3.22 1.64 5.67 5.79 -2.50 7.43 -9.54
16 Poland 4.63 3.09 -1.78 -3.75 -1.44 -2.09 -3.22 5.63
17 Portugal -6.94 -1.58 0.65 10.07 3.12 6.12 3.77 -2.39
18 Romania 0.87 0.11 -0.79 3.13 2.26 -1.10 1.47 -0.12
19 Slovakia -3.26 2.13 -0.04 1.61 3.26 -0.02 3.23 -1.14
20 Slovenia 2.14 -6.27 1.97 4.64 2.87 0.53 4.84 -3.59
21 Spain -1.81 -1.66 1.50 4.69 2.62 0.71 4.11 -2.75
22 Sveden -1.68 -6.05 4.14 4.65 7.55 0.24 11.69 -7.49

Source: the authors’ calculations, based on EIOPA, (2022), Insurance statistics — Asset Exposures.

Namely, in most countries, some level of decrease in the share of government bonds
occurred. Namely, in as many as 18 countries a decrease in the share of government bonds is
reported. Also, in 16 countries the share of corporate bonds decreased. On the other hand, in
17 countries there was an increase in the equity share, and in 20 countries there was an
increase in the share of equity funds. It is also important to point out that the share of
investment funds increased in 20 countries, the only exceptions being Poland and Denmark.
Increases/decreases are usually not large, but there are exceptions. For example, the share of
government bonds in Croatia decreased by approximately 8%, and the share of corporate
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bonds in Germany decreased by almost 7% in the observed four years. The share of equity
funds increased by 7.5% in Sweden, and the share of debt funds increased by 6% in Portugal.
Given the short period of time, these are significant changes in the insurer’s portfolio
composition.

Given that the Table 1 reveals significant movements in the portfolio composition in
many sample countries, the question arises whether certain conclusions can be drawn
concerning certain subgroups of countries within the observed sample. Based on the analysis
of the available data, two subgroups of countries were singled out, which are located at the
end points of the spectrum of possible portfolio compositions. Namely, in the environment
of the multi-year presence of low interest rates in the European financial market, it is logical
to assume that insurance companies would sooner or later reduce the share of fixed-income
asset classes and shift to other high-yielding asset classes, such as stocks or alternatives.
Considering that alternatives are not included in the analysis, due to large variability of their
share in portfolio composition from country to country, only stocks and stock funds are
included in the analysis.

The second course of action refers to the possibility for insurers to maintain a high
share of government and/or corporate bonds in the portfolio composition, due to regulatory
restrictions imposed on alternative asset classes, or managers’ perseverance in pursuing a
conservative investment policy regardless of current trends. Figure 3 shows the dynamics of
the portfolio composition in 8 EU countries (Spain, Italy, Bulgaria, Romania, Croatia,
Greece, the Czech Republic and Slovakia) with the most conservative portfolio compositions.
As can be seen, the share of debt securities is at an extremely high level of approximately
70%, and the share of government bonds is approximately 45%. On the other hand, the share
of equity is very low, approximately 10%.

Figure 3: Portfolio composition in eight EU countries with the most conservative portfolio of insurance
companies, period 201704 - 202104
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Source: the authors’ calculations, based on EIOPA (2022), Insurance Statistics — Asset Exposures.
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On the other hand, there are also countries where insurers have implemented the
reorientation in the investment process. In these countries a trend of rising exposure to stocks
and stock funds is reported. Figure 4 shows the dynamics of the portfolio composition in the
observed time period in 8 EU countries (Sweden, Poland, Denmark, Hungary, Slovenia,
Norway, Austria and Ireland), with the most aggressive portfolio composition. As can be
seen, in this sub-sample of countries, a significant increase in the share of equity and equity
funds classes occurred, from 30% to 38%. Equity and equity funds had an approximately
similar trajectory of increase in the observed period. In the same period, there was a decrease
in the share of debt securities and debt funds, from 44% to 38%. At the end of 2021, the share
of equity and equity funds was approximately the same as the share of debt and debt funds.

Figure 4: The portfolio composition of insurance companies in 8 EU countries with a rising trend in exposure to
equity and equity funds
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Source: the authors’ calculations, based on EIOPA (2022), Insurance Statistics — Asset Exposures.

Based on the conducted analysis, it can be concluded that the national insurance
markets in EU countries differ greatly in terms of the insurer's portfolio composition. In
general, at the level of the entire insurance market in the observed 22 EU countries, it can be
concluded that in Q4-2017 - Q4-2021 period, debt securities and debt funds were the
prevailing asset classes, with a total share of 61% at the end of 2017, but which gradually
decreased to the level of 55% at the end of 202 1. In this way, it can be claimed that Hypothesis
1 is proven.

On the other hand, it is important to point out that this situation is not present in all
countries, considering that there is a group of eight countries in which the share of debt
securities has been continuously decreasing in the observed four years, while simultaneously
the share of equity and equity funds has been rising. In these countries, the share of debt
securities was 14% higher than the share of equity and equity funds at the end of 2017 (44%
versus 30%), but by the end of 2021, their shares became practically equal at approximately
38%. With regard to a short period of time, these are significant adjustments in the insurers’
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portfolio composition. Therefore, in these countries, in the low interest rates environment,
insurers reoriented their investment policy towards equity in search of higher yield rates. In
this way, the second research hypothesis was partially confirmed.

Conclusion

In this paper, an analysis of trends in the insurers’ portfolio composition in EU countries was
carried out by using data that covered the Q4-2017 - Q4-2021 period. This period was marked
by the presence of low interest rates, which affected the financial position of insurance
companies. Given that debt securities represent the dominant asset class in the European
insurance sector portfolio composition, the prolonged period of low interest rates impacted
the investment performances of insurance companies. The analysis was conducted with the
aim of determining whether EU insurance companies responded to the perennial presence of
low interest rates by adjusting the portfolio composition or whether they kept the portfolio
composition unchanged, in accordance with the previously defined strategic asset allocation.
By looking at the data available at the level of the entire sample of 22 EU countries (countries
with a very small insurance market were excluded from the analysis, that is, Malta, Estonia,
Lithuania, Latvia and Cyprus), it can be concluded that debt securities remain the dominant
asset class in EU insurers’portfolio composition, with a share of approximately 55% in 2021
(government bonds 24%, corporate bonds 20% and debt funds 11%). This portfolio
composition remained relatively unchanged in the observed period. In this way, it can be
argued that European insurers in conditions of low interest rates tend to keep conservative
portfolio compositions. Moreover, a subgroup of eight countries was singled out in the
analysis, which are predominantly Mediterranean countries (Italy, Spain, Croatia, Greece,
Bulgaria, Romania, the Czech Republic, Slovakia) in which the insurers’ portfolio is
extremely conservative, with the share of debt securities of 66.5% at the end of 2021
(government bonds 42%, corporate bonds 16% and debt funds 8%).

However, a more comprehensive analysis of individual countries data shows that this
conclusion cannot be applied to the entire insurance market, but that there is a subgroup of
countries in which the portfolio composition dynamics are different. Namely, in the
Scandinavian countries (Denmark, Sweden, Norway), but also in five other countries
(Poland, Hungary, Ireland, Slovenia and Austria), the trend of a gradual decrease in the share
of debt securities and simultenous increase in the share of equity and equity funds is
noticeable. In these countries, the share of debt securities decreased from 44% to 38% in the
observed period, while the share of equity and equity funds increased from 30% to 38%. The
share of equity increased from 15% to 19% in the same period, while the share of equity
funds increased from 15% to 19%. Therefore, at the end of 2021, the share of equity and
equity funds was approximately equal to the share of debt securities in this subgroup of
countries.

As a final conclusion, it could be stated that the insurers’ portfolio composition in the
European Union varies significantly from country to country and that there are no general
conclusions that can be applied to all observed countries. However, it can be pointed out that
EU insurers are still primarily exposed to fixed income securities, while the share of equity
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is much smaller. Also, Mediterranean countries have extremely conservative portfolio
compositions, while, on the other hand, the insurers’ portfolio composition in Scandinavian

countries is much more aggressive.

The main limitation of the analysis lies in the very short time period for which the
data were collected. By considering a longer period for which the data would be collected in
a consistent manner, conclusions with a significantly higher level of theoretical applicability
could be drawn. Also, in the analysis of the insurers’ portfolio composition, only debt
securities and equity were considered as traditional asset classes, while alternatives were
ignored. Given that the rise of the importance of the alternatives represents one of the
directions in which insurers have been reorienting their strategic asset allocation in the past
few years, the inclusion of alternative classes in portfolio composition would increase the

quality of the conducted analysis and the practical applicability of the obtained results.
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Abstract: During the pandemic caused by the new SARS-COV?2 virus, the country's economic performance is
lower than before the health crisis. The global health crisis has directly and indirectly affected the economic and
financial indicators of almost all countries. Regardless of state financial aid, which inevitably prevented the
collapse of the national economy and financial markets, certain economic sectors are still facing the
consequences of the crisis. One of the reasons for the lower financial performance of countries in this period is
the insufficient readiness of banks to deal with non-profitable loans. This study aims to consider the profitability
of the banking sector concerning non-profitable loans in Serbia during the pandemic, using the methods of
description, deduction, and regression. In addition, a comparison method was used to assess the ability of banks
to deal with non-profitable loans during the previous global financial crisis. For statistical data processing, the
official data of the National Bank of Serbia was extracted from the statistical section, as well as from annual and
periodic reports. A linear regression model was used to measure the effect of the NPL on the banks’ profitability
in the period 2008-2021, after the regression assumptions had been successfully tested (such sample adequacy,
distribution symmetry, and multicollinearity). Non-profitable loans, income from interest, ROA, and ROE are the
variables used in regression modelling. The results showed that non-profitable loans do not have a statistically
significant effect on banks’ profitability.

Keywords: NPL, ROA, ROE, loans, regression analysis

JEL classification: C1, C40, C58, G21, G32

Caxetak: TOKOM naHgemuje 13a3BHE HOBUM KOPOHA BMPYCOM, EKOHOMCKM Y4MHAK 3EMIBE j& HUXW Y OAHOCY Ha
nepwop npe HacTaHka 3apaBcTBEHe kpu3e. [nobanHa 3apaBcTBeHa Kpu3a 13as3BaHa OBUM BMPYCOM je yTuuana
OVPEKTHO W WHOMPEKTHO Ha EKOHOMCKe M (PpMHAHCMiCKe nokasaTerbe rotoBO CBUMX 3emarba. bes obaupa Ha
ApXaBHY (puHaHCUMiCKy NOMORN, Koja je HEMWHOBHO Cripeynna Komnamnc HauuoHanHe npuepeae W PUHaHCKJCKUX
TpXMLWTA, oapefeHn NPUBPELHN CEKTOPK Ce joL YBEK CyouaBajy ca nocneauuama kpuse. JefaH of y3podHuka
HWKEr (OMHAHCWJCKOT Y4WHKa 3emarba Y OBOM Mepuogy je HefoBOIbHA CmpeMHocT 6GaHaka y cyouaBarby ca
npobnematuyHum kpeautuMa. OBa CTyauja MMa 3a Uurb Aa pasmoTpu NpodmTabuimHoCT GaHkapckor cextopa y
opHocy Ha npobnematuuHe kpegute y Penybnuum Cpbuju Tokom naHaemuje, kopuwherem MeToae aeckpunuuje,
nenykuuje n perpecuje. Ocum Tora, KopuwheHa je MeToaa komnapauuje 3a npoleHy crocobHocTi baHaka y
CyouaBHatby ca nMpobrnemMaTU4HUM KpeauTMa TOKOM NpeTxoaHe rnobanHe guHaHcujcke kpuae. 3a CTaTUCTUYKY
obpagy nogataka kopuwheHu cy 3BaHW4HW nogauu HapogHe Ganke Cpbuje ectparoBaHu W3 CTaTUCTUYKOT
ofierbka, rofuLLKUX U NEpUOANYHIMX M3BELLTaja. HaKoH LUITO Cy MPeTnocTaBke PerpecoHor Moaenuparsa (kao
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LUTO Cy afieKBaTHOCT y30pKa, CUMETPHja AMCTpUOYLIMje N MYNTTUKONIMHEAPHOCT) YCMELLHO TECTUPaHe, KopuLLheH je
NIMHEapH! PErpecuoHn MOAEN 3a Mepetse yTuuaja npobnematuyHux kpeauta Ha npodurabunHocT GaHaka y
nepuogy 2008-2021. Mpobnematuynu kpeputy, npuxog o kamata, POA u POE cy Bapujabne koje ce kopucTe y
perpecyoHoM Moaenupary. Pesyntati cy nokasanu Aa npobnemaTnyHu KpeauTi Hemajy CTaTUCTUYKM 3HayajaH
yTUUaj Ha npoduTabunHocT baHaka.

KrbyuHe peun: HIM, POA, POE, kpeautu, perpecoHa aHanusa

JEJ1 knacudpmkaumja: C1, C40, C58, G21, G32

Introduction

Banks have a significant role in a country’s economic growth as they are mediators between
the investor or the borrower and the country’s industry (Christaria & Kurnia, 2016; Jaksi¢,
2021). After the global financial crisis, significant attention was paid to studying banks’
creditworthiness and the accumulation of non-profitable loans, and their impact on economic
growth (Serrano, 2020). The creditworthiness of the banking sector has weakened since the
beginning of the pandemic caused by the SARS-COV?2 virus in many countries around the
world and the region (Slijepcevi¢, 2021). Banks’ low creditworthiness, inter alia, was caused
by non-profitable loans (hereinafter: NPLs). NPLs are one of the determinants of banks’
profitability as high levels of these loans have a negative impact on a bank’s net income,
which is determined by analysing doubtful debts and writing off bad debts. This affects not
only net income (profitability) but also bank’s equity (Ombaba, 2013). When a bank is unable
to collect loans that exceed the bank’s equity, this results in a banking crisis, which often
escalates into a financial crisis (Biabani et al., 2012). The last global financial crisis occurred
around 2008.

Empirical research, such as those conducted by Psaila, Spiteri & Grima (2019), and
other research covered in the literature review, pointed to a possible or determined link
between high levels of NPLs and banks’ low profitability. On the other hand, studies have
shown that NPLs are poorly managed by the banks’ management, in the form of inappropriate
NPL monitoring. If the bank’s management additionally saves on NPL monitoring resources
to reduce operating costs, this points to poor control of the loan portfolio and, consequently,
to poor bank management (Louzis, Vouldis & Metaxas, 2010). During the last period,
investments in bank management operations, especially in digital technologies, are crucial
for the banks’ profitability growth potential (Musabegovi¢ et al., 2021).

Theoretical bases, empirical research, and new circumstances caused by the pandemic
prompted the author of this paper to develop hypotheses on the analysis of the relationship
between NPLs and banks’ profitability in the Republic of Serbia (hereinafter: the RS). Banks’
profitability parameters used in this paper are: return on assets (hereinafter: ROA) and return
on equity (hereinafter: ROE). Considering the prevalence of empirical research results that
show NPLs’ negative impact on banks’ profitability, a negative relationship is expected
between these indicators. According to the findings of the author of this paper, no research
has been conducted on NPLs’ impact on banks’ profitability in the RS which is grounded on
the methodological basis of this paper during the pandemic. Therefore, the aim of this
research is to make up for this shortcoming in the scientific literature.
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For the purpose of clarity of this paper, it is organized into sections and sub-sections.
The following section of the paper looks into the interdependence of NPLs and the
profitability of the banking sector and includes the literature published before the pandemic.
The second section of this paper reviews literature related to NPLs and banks’ profitability
published during the pandemic, as well as the trends analysis in our country. The third section
of this paper presents the data used for statistical analysis, and the models used for measuring
the relationship between variables. The fourth section discusses research results, whereas the
last section of the paper presents conclusions and recommendations for further research.

1. Interdependence of non-profitable loans and banking
sector profitability

In the empirical analysis of Ranjan & Dhal (2003), the authors conducted research related to
the link between NPLs and commercial banks’ profitability in India. For the purposes of the
(panel) regression analysis, these authors took into account parameters such as the size of
banks, macroeconomic indicators, interest rates, and credit cultures in this country. The
outcome of their research showed that NPLs’ growth has a negative effect on banks'
profitability.

After reforms that covered the banking sector in Nigeria, research was conducted on
examining NPLs’ impact on the banks’ profitability in this country. Based on annual data for
the period 2006-2012 and applying the regression analysis, the outcome of Adebisi &
Matthew (2015) showed that NPLs have a double impact on banks’ profitability. Namely, it
was determined that NPLs affect ROA, while they do not affect ROE of the banks in this
country. In both cases, the regression coefficients are negative, pointing to the negative
impact that NPLs had on both ROA and ROE, whereas the regression model for ROE did not
show statistical significance. The credibility of both models is moderately high (R-Square for
the ROA model = 69%, and R-Square for the ROE model = 68%).

The research conducted by Christaria & Kurnia (2016) included an analysis of the
impact of capital adequacy ratios, loan and deposit ratios, and NPLs on ROA in Indonesian
listed banks. Using banking sector data for the period 2012-2014 and applying multiple linear
regression, the results indicated that all independent variables have a significant impact on
banks’ ROA, with the model credibility of 49.3%.

In their analysis of NPLs’ impact on the profitability of 35 listed commercial banks,
Psaila, Spiteri & Grima (2019) took into consideration seven countries in the Euro-
Mediterranean region. For the purpose of determining whether the change in NPL levels
affects the ROA of listed commercial banks, these authors used secondary data (official data
sources and data from banks’ annual reports) for the period 2013-2017. Their econometric
approach consisted of applying four regression models in which control variables were the
liquidity and solvency ratios of these banks. Built on the results of the data analysis, they
found that NPLs have a negative effect on the ROA of these banks, while the solvency ratio
significantly explains variations within the dependent (ROA) and independent (NPL)
variables.
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Serrano (2020) measured the NPLs’ impact on credit activities in banks in European
countries. For this purpose, he used the data collected from 75 banks for the period 2014-
2018. For the purpose of measuring this impact, he conducted the regression analysis
showing that NPLs’ growth has an impact on a decline in credit growth, which affects the
real economy. In addition, it was noticed that in crisis periods banks have a higher growth
rate of lending to the economy compared to the rate of lending to individuals.

2. Non-profitable loans during the pandemic caused by
SARS-COV2

After the global financial crisis, the balance sheets of European banks showed that the NPL
levels increased significantly, which reduces the capacity of these banks to lend to economic
activities (Thornton & Di Tommaso, 2020). This condition of banks led European
policymakers to create an NPL reduction strategy with the aim of restoring the stability of
the banking system in Europe (Council of the European Union, 2017). Similar balance sheet
figures in banks were recorded outside Europe, i.e. in other developed and less-developed
countries, during the pandemic. There has been strong government support to maintain
stability during the COVID-19 pandemic in Serbia as well (Cavlin, Poki¢ & Mileti¢, 2022).

Based on a sample of 10 Indonesian banks and based on the information used from
their reports, Irwan et al. (2022) examined the impact of NPLs on ROA during the pandemic.
Using the Wilcoxon test and descriptive analysis, the authors found that NPLs are one of the
most important indicators that influence ROA performance. In addition, they found that the
pandemic was the main cause of a decline in the performance of the banking sector, which is
reflected in the negative relationship between NPLs and ROA, i.e. in the NPLs’ negative
impact on ROA. In this regard, the Wilcoxon test of NPLs proved to be statistically
significant for ROA (value amount = 0.02%, p-value < 0.05). Using the qualitative approach
to scientific research, Agustin & Solikin (2021) studied the effects of the implementation of
SME:s (small and medium-sized enterprises) credit restructuring policies in Indonesia during
the pandemic. Relying on the results of previous research, as well as on NPL regulations in
that country, these authors found that SMEs efficiently implemented credit restructuring
policies. In addition, they found that the efficient implementation of these policies requires
cooperation between different institutions, industrial sectors, and regulations of the
government of that country.

Concerning the effects of the pandemic on the banks’ profitability in Europe, a study
was conducted with the purpose to find and measure the connection between the effects of
the pandemic and ROA and ROE (Haider & Mohammad, 2022). The sample consisted of
500 banks from Europe (Germany, England, France, Italy, and Spain) and South Asian
countries (India, Bangladesh, Pakistan, and Sri Lanka). Data were collected on a quarterly
basis for the period 2016-2021, and the regression model was used to evaluate the impact of
variables (for both developed and developing countries). The results of the research of these
authors showed that the impact of the pandemic on banks’ ROA and ROE has been
statistically significant and that there is a difference in the results obtained for developed and
developing countries. The difference is reflected in the size of banks and their liquidity, which
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takes precedence over other determinants such as banks’ efficiency and credit quality.
Namely, the pandemic caused a ROA and ROE decline in European banks, whereas
profitability increased in South Asian banks.

Grubisi¢, Kamenkovi¢ & KaliCanin (2022) studied the relationship between
profitability and market power in the banking sector in Serbia. Using the data for the period
2010-2019, collected from banking reports, and the regression analysis, their results showed
that variations in the concentration ratio may explain ROA and ROE changes, and claimed
that banks’ profitability may largely be the result of banks’ efficiency. The credibility of the
regression models of these authors varies from 39 to 61%.

In the research conducted by Vesi¢ (2021), the author conducted an NPL analysis in
the banking sector in the RS with the intention to make a prediction for the period 2020-2025.
This author made two types of predictions for an optimistic and pessimistic scenario. The
optimistic scenario assumes a CAR (capital adequacy ratio) increase by 30%, and the
pessimistic scenario assumes a reduction also by 30%. The results of the optimistic scenario
showed that NPLs in Serbia will shoot up in the relevant period. In this regard, this author
claims that it can be expected that the Government of this country will take various measures
to support the sustainability of the national economy during the pandemic. However, the
banking sector will have unfavourable conditions because the capital adequacy ratio will be
significantly above the minimum (it will increase from 8% to 12%). In terms of the
pessimistic scenario, the results showed that NPLs will increase by more than 3 times, which
will significantly affect the movement of NPLs in Serbia. This last could lead to the
bankruptcy of a number of banks in this country. In case certain banks go bankrupt, certain
companies may stop operating, and the final result may be an economic crisis.

Based on empirical research, the theoretical frameworks, and the goals of this paper,
the following hypotheses have been formulated:

HI: NPLs have a negative and significant impact on ROA in the RS for the period 2008-
2021;

H2: NPLs have a negative and significant impact on ROE in the RS for the period 2008-
2021.

The following section of this paper presents an analysis of the NPL trend in the RS in
relation to ROA and ROE and a review of the new situation caused by the SARS-COV2
pandemic. This analysis seeks to validate, invalidate or complement previously conducted
research, as well as to point to potential future trends of defined indicators.

2.1. The current NPL trend in the RS

Before presenting the data and the methodological framework, the author of this paper
presents the NPL trend in the RS for the period of the global health crisis. This trend is
presented for a more efficient understanding of the current situation in terms of the goal of
this research and the situation in the domestic credit market, as well as a more credible
interpretation of the results.
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Ten banks make up half of the total assets of the RS banking sector (NBS, 2021a).
The total loan balance consists of loans to the corporate sector and loans to the retail sector.
To be more accurate, total domestic placements are the sum of receivables from loans,
securities, interests, fees, and other receivables. An overview of the credit activity and NPL
indicators are presented in Table 1.

Table 1: The credit activity trend in the RS: 2020-2021

Q12021 | Q22021 | Q32021 | Q42021 | Q12022
Share in total Corporate sector 8.4 20 49.1 59.8 64.1
loans* Retail sector 22.5 44.8 37.8 28.8 233
NPLs share in Corporate sector 3.1 2.9 2.9 2.8 2.4
total loans™** Retail sector 4.1 4 3.9 4 4.2
* billion RSD, ** %

Source: the author's calculation. Adjusted according to NBS quarterly reports

In Q1 2021, total domestic placements indicated a slowdown in year-over-year growth
by an average of 9.7%. In this period, part of the total loans were loans to the corporate sector
(investment loans) in the amount of RSD 8.4 billion, while loans to the retail sector increased
by RSD 22.5 billion (1.8%). With regard to total NPLs, their share in total loans amounted
to 3.9% in March 2021, of which 4.1% accounted for the retail sector, and 3.1% for the
corporate sector. The data were calculated in relation to the end of 2020 (NBS, 2021a, p. 6-
15).

In Q2 2021, total domestic placements indicated an accelerated year-over-year growth
by an average of 6.3% compared to the previous year. In this period, loans to the corporate
sector increased by RSD 20 billion, while loans to the retail sector increased by RSD 44.8
billion. The share of NPLs in total loans amounted to 2.9% for the corporate sector, and 4%
for the retail sector in June 2021. The data were calculated in relation to March 2020 (NBS,
2021b, p. 6-13).

In Q3 2021, loans to the corporate sector increased by RSD 49.1 billion, and loans to
the retail sector increased by RSD 37.8 billion. In terms of total NPLs, their share in total
loans amounted to 2.9% for the corporate sector, and 3.9 for the retail sector. The data were
calculated in relation to June 2020 (NBS, 2021c, p. 6-15).

In Q4 2021, total domestic loans recorded high growth (one of the highest in Europe).
Lending was predominantly directed toward the corporate sector than toward the retail sector,
which confirms the economic crisis caused by the health crisis. Part of the total loans were
loans to the corporate sector which increased by a record RSD 59.8 billion compared to the
beginning of 2021. Loans to the retail sector increased by RSD 28.8 billion (mainly housing
loans). Regarding total NPLs, their share in total loans amounted to 3.5% in December
compared to September 2021, of which 4.0% accounted for the retail sector, and 2.8% for
the corporate sector. The data were calculated in relation to September 2021 (NBS, 2021d,
p. 6-14).
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In Q1 2022, total loans grew slowly but continuously. The share of loans to the
corporate sector in total loans increased by RSD 64.1 billion, while NPLs’ share in this sector
decreased compared to the previous period and amounted to 2.4%. On the other hand, loans
to the retail sector increased by RSD 23.3 billion, while NPLs’ share in this sector amounted
to 4.2% in March 2022. The data were calculated in relation to December 2021 (NBS, 2022a,
p. 6-15).

From the beginning of 2021 to the end of Q1 2022, the year-over-year growth of credit
activity increased rapidly. Investment loans and loans for helping the economy during the
health crisis made the dominant share. The goal of increased lending to the corporate sector
and decreased lending to the retail sector in order to maintain the national economy has been
partially achieved. On the other hand, the dominant share in loans to the retail sector was
housing loans (60% in Q1 2022), which matches the market logic of investing in real estate
during crisis periods. NLPs’ share in total loans had a decreasing trend until Q3 2021,
following a slight increase until Q1 2022 for the retail sector, while it is continuously
decreasing for the corporate sector largely due to the measures taken by the RS Government
during the pandemic.

3. Data and methodology

3.1. Definition and description of data

According to the definition and methodological explanation of the National Bank of Serbia
(hereinafter: the NBS), NPL is a credit balance of the total remaining debt of an individual
loan. The total remaining debt includes loans whose settlement by the debtor is delayed
(interests or principals) by more than 90 days or less in the event the bank makes an
assessment that the debtor’s creditworthiness is risky. The debtor’s risk capacity is estimated
by analysing the debt repayment trend when it is considered that it has been called into
question. In addition, the loans for which it has been calculated that the interest rate is equal
to or higher than the quarterly amount of debt are also included (NBS, 2021a).

ROA and ROE indicators are defined according to Petersen & Schoeman (2008),
whose definition matches the general definition of these indicators. Bank performance is
determined by measuring ROA indicators, i.e. return on assets. The return on assets is
calculated using the following equation:

B IRceme (1)
bank’s assets

Rad =

ROA, as a profitability indicator, shows how efficient the bank’s management is in
using the banks’ resources (investments, interests, fees) to generate profit. ROE, as another
banks’ profitability indicator, represents the return on banks’ equity and is calculated using
the following equation:
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ROE = Ret IRrome (2)

- ban k‘sa:r:&tr}'

This indicator represents the return on equity (principal). ROE indicates the level of
banks’ earnings based on the value of investments according to the bookkeeping system of
that bank. In other words, ROE measures the earnings of a bank based on the carrying amount
of its investments (assets) and indicates the bank’s efficiency in operational, financial, and
tax terms.

According to NBS (2022b), income from interest is measured by applying the
effective interest rate to the carrying amount of exposure (when exposure is defined as the
result of an impairment loss). In other words, income from interest is measured by applying
the effective interest rate to net impairment. Income from interest is one of the basic
determinants of banks’ income. NBS defines income from interest as an interest margin in
relation to gross income.

In this paper, annual values are expressed in % according to the original NBS data.
According to the key macroprudential indicators of the RS (NBS, 2022c), data for 2021 are
expressed in quarterly values, thus, the authors of this paper calculated the annual value of
the indicator using the mean formula (arithmetic mean) for all variables (see section 3.3). The
description and definition of used indicators are followed by the specification of the models
used for analysing the relationship between them.

3.2. Model specification

A regression model was used for estimating the relationship between NPLs and ROA and the
relationship between NPLs and ROE, according to the examples of Peri¢ (2020) and Mirovi¢
et al. (2022). By including the selected modelling variables in the general regression

specification

Fi=a+ %+ a 3)
the following models are formulated:

ROAt = a + SINPLi+ B2IFh + & 4)
ROEi= a4+ JINPL + B2IFL + & (%)

where: ROA: and ROE: — dependent variables, o — constant, that is, the mean value of Y
(cross-section), f — regression coefficients (estimation of explanatory variables), NPL¢ and
IFI; — independent variables, and &t — random error of the model.

The role of the IFI indicator in modelling is deemed necessary as income from interest
contributes to the overall banks’ profitability.

The p-value is used for assessing statistical significance. The p-value represents the
statistical significance of a model (p < 0.05). If p is > 0.05, the regression model or its
coefficients are not statistically significant. The test for variable significance is also
performed using the t-test. The level of significance of the t-test is set at 95% for testing
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hypotheses. Before performing models 4 and 5, it is necessary to observe the statistical
description of indicators.

3.3. Descriptive statistics

In statistical analysis, especially when it comes to the regression model, it is necessary to
determine the appropriate size of a sample. The sample size is important as it represents the
basis for model validity. If the sample size is below the minimum number of observations
(Nmin = 10), it is not expected that the regression model will produce valid results. The same
principle applies to oversized samples. Although there is no precisely defined rule on the
sample size, the research community believes that at least 10 observations per variable should
be used for the application of the regression model, that is, at least 30 observations in case
the model has three or more independent variables (e.g. Verbeek & Nijman, 1993; Timofeev,
2004). Considering that the sample in this paper is size 14 and the regression model has 2
independent variables, the sample requirements for the application of the regression model
have been met. The description of variables is presented in Table 2.

Table 2: Descriptive statistics

Std Skewness | Kurtosis
. Range | Min | Max Mean * | Variance | (std.err. (std.err.
Valid Dev.
=0.597) =1.154
N=14 S
Stat. Stat. | Stat. Stat. Err. Stat. Stat. Stat. Stat.
Year 13 2008 | 2021 | 2014.5 | 1.118 | 4.183 17.500 0.000 -1.200
NPL 17.92 | 3.68 | 21.6 | 13.57 | 1.871 | 7.000 | 49.005 -0.382 -1.557
ROA 2.3 -0.1 2.2 1 0.216 | 0.810 0.655 0.214 -1.302
ROE 11.7 04 | 11.3 5.13 1.084 | 4.057 | 16.458 0.135 -1.468
IFI 9.1 584 | 67.5 | 6295 | 0.857 | 3.206 | 10.276 0.037 -1.553

Source: the author's calculation

Assuming a normal distribution of variables N(0.1), the symmetry of the data was
verified. The Skewness and Kurtosis tests were used for this control. Considering that
asymmetry values of both normality tests are acceptable (between -2 and 2 for Skewness and
between -7 and 7 for Kurtosis), distribution is considered to be symmetric, and modelling
can be continued (e.g. Blanca et al., 2013). In addition, multicollinearity has been tested and
it is under the value of 10 (VIF = 5.478), meaning that there is no high multicollinearity
between variables, and the regression model can be run (e.g. Salmeron Gomez et al., 2020).

Table 2 shows that the number of observations is identical for all variables (14), which
indicates the completeness of data in the selected time series for the period of min = 2008 to
max = 2021. The highest percentage of NPLs (max = 21.6) was recorded in 2015, while the
lowest percentage of NPLs (min = 3.68) was recorded in 2021. The average ROA value
(mean = 1, std. dev. = 0.81, var = 0.66) shows that the return on assets was 1% on average in
the selected period. On the other hand, the average ROE value (mean = 5.13, std. dev. =4.1,
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var = 16.5) is higher than the average ROA value and shows that the return on equity was
5.13% in the same period. The profit resulting from interests was 62.95% on average (std.
dev. = 3.2, var = 10.28) while the lowest value of this indicator was 58.4% in 2017, and the
highest was 67.5% in 2013.

4. Results and discussion

Before the application of regression models and testing the hypotheses, a correlation analysis
was conducted in order to determine the nature of the relationship between variables, that is,
the positive or negative. The Pearson correlation coefficient (r) was used in this analysis, and
the correlation matrix is presented in Table 3. It contains the statistical significance of the
relationship (p-value, that is, Sig. at the level of 1% and 5%), as well.

Table 3: Correlation matrix

Year NPL ROA ROE 1FI
Year Pearson Correlation 1 -.652% 0.252 0.399 -0.479
Sig. (2-tailed) 0.012 0.385 0.158 0.083
NPL Pearson Correlation -.652% 1 - 776%* | -861** .904**
Sig. (2-tailed) 0.012 0.001 0 0
ROA Pearson Correlation 0.252 - 776%* 1 984 ** -.924%*
Sig. (2-tailed) 0.385 0.001 0 0
ROE Pearson Correlation 0.399 -.861%* 984 %** 1 -.960**
Sig. (2-tailed) 0.158 0 0 0
IFI Pearson Correlation -0.479 .904** -.024%* -.960** 1
Sig. (2-tailed) 0.083 0 0 0
* Correlation is significant at the 0.05 level (2-tailed).
** Correlation is significant at the 0.01 level (2-tailed).

Source: the author's calculation

Correlation coefficient values represent the level of correlation between variables. The
correlation level can range from 0 to 1, where 0 is the lowest (non-existent) and 1 is the
highest (absolute) level of correlation. According to the statistical community (e.g. Cohen,
1988), the low level of correlation ranges from 0.10 to 0.29, the medium level of correlation
ranges from 0.30 to 0.49, while the high correlation level ranges from 0.50 to 1. Grounded
on the correlation analysis presented in Table 3, both positive and negative correlations
between variables are observed. There is a positive relationship between NPLs and IFI (r =
0.904), which is statistically significant (p < 0.05), and indicates a quite high correlation
between these two variables. High correlation represents a high degree of interdependence
between variables, which confirms theoretical and empirical bases. In addition, a high degree
of positive correlation exists between ROA and ROE (r = 0.984) which is statistically
significant (p < 0.05). This last was expected because both indicators of banks’ profitability
are closely related. In terms of negative correlations, there is a significant relationship (p <
0.05) between NPLs and ROA (r = -0.776) and NPLs and ROE (r =-0.861), which indicates
that an increase in one indicator causes a decrease in another. It is assumed that NPLs’ growth
causes a reduction in ROA and ROE, which will be analysed by applying the regression
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model. In addition to these negative correlations, there is a high and statistically significant
relationship between IFI and both profitability indicators. Namely, the correlation coefficient
between IFT and ROA is r =-0.924 and between IFI and ROE is r =-0.960, pointing to a high
degree of probability that the growth of income from interest causes a decrease in banks’
profitability in terms of coefficient “r”, and vice versa. In order to determine the impact of
independent variables on banks’ profitability, a regression analysis was conducted and
presented in Tables 4 and 5 below.

Table 4: Impact of NPLs on ROA in the RS: 2008-2021, in %

ROA Std. . 95% Confidence
model (4) Non-std. coeff. | g | ¢ Sig. interval for B

_ Std. Lower | Upper
p-value = 0.000 B Err. Beta Bound | Bound
R Sq.=0.935 Cons. 19.90 | 3.633 5.478 | 0.000 11.904 | 27.895

AdjR Sq.=0.81 NPL 0.038 | 0.029 | 0.329 | 1311 | 0.216 -0.026 0.102

Durbin-Watson =
2.139

IFI -0.308 | 0.063 | -1.221 | -4.874 | 0.000 -0.448 | -0.169

Source: the author's calculation

In the representative regression model, where ROA is a dependent variable, the
empirical value of the model is p = 0.000, which indicates its high statistical significance.
The credibility of the model is also high and amounts to 81%. The value of Durbin-Watson
statistics is higher than 2, which explains the lack of positive serial correlation. When testing
the first hypothesis, different causalities with ROA can be found. In this regard, regression
model (4) shows that there is a positive causality with NPLs in the amount of 0.038%, which
is not statistically significant (p = 0.216). Based on this result, it is concluded that non-
profitable loans do not statistically affect the return on assets growth. In addition, there is a
negative causality with IFI in the amount of -0.308%, which is statistically significant (p =
0.000). This last explains that the growth of income from interest affects the growth of the
return on banks’ assets. Based on the obtained results, the first hypothesis is rejected.

Table 5: Impact of NPLs on ROE in the RS: 2008-2021, in %

ROE Std. . 95% Confidence
model (5) Non-std. coeff. | (oo |t Sig. interval for B
_ Std. Lower | Upper
p-value = 0.000 B Err. Beta Bound | Bound
R Sq. =0.960 Cons. 83.983 | 14.32 5.865 | 0.000 | 52.464 | 115.50

AdjR Sq.=0.922 | NPL 0.021 0.114 | 0.037 | 0.187 | 0.855 -0.230 0.273

Durbin-Watson =

2199 IFI -1.257 | 0.249 | -0.993 | -5.040 | 0.000 | -1.806 | -0.708

Source: the author's calculation

The value of the ROE model is p = 0.000, and it is 92.2% credible, while the value of
Durbin-Watson statistics is higher than 2. When testing the second hypothesis, similar
structural results are found as in the previous model. Namely, the ROE regression model
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displays a positive causality with NPLs in the extent of 0.021%, which is not statistically
significant (p = 0.855), and a negative causality with IFI in the amount of -1.257%, which is
statistically significant (p = 0.000). Founded on these results, it is concluded that non-
profitable loans do not have a statistically significant impact on the return on banks’ equity,
which is why the second hypothesis is rejected. On the other hand, income from interest has
a positive and significant impact on the return on banks’ equity, that is, growth, which is in
line with the previous empirical research and the logic that banks are guided by in terms of
income.

Considering the results of the regression analysis there is no statistically significant
relationship between NPLs and indicators of banks’ profitability in the RS in the period 2008-
2021. In other words, NPLs’ growth does not statistically affect the reduction of ROA and
ROE. The results of this research counter Ranjan & Dhal (2003), partially Adebisi &
Matthew (2015), as well as Psaila, Spiteri & Grima (2019) and Irwan et al. (2022).

Considering the descriptive and deductive method, it may be concluded that the
banking sector in the RS is not threatened by a banking crisis of such magnitude that would
lead to the collapse of the banking sector and the financial crisis such as in 2008 (Ombaba,
2013; Biabani et al., 2012). Such a conclusion is given to a certain extent due to the measures
that the RS government took preventively and reactively during the pandemic, and also due
to efficient NPL management of large banks (Louzis et al., 2010). In addition, in accordance
with the NPL trend, which was the highest in 2015 (several years after the global financial
crisis), and the lowest in 2021 (during the pandemic) no sudden increase in NPLs is expected
in the near future. However, it is necessary to monitor this trend with caution.

Based on the analysis of the current NPL trend, the claims of Serrano (2020) that
banks in crisis periods tend to have higher rates of lending to the corporate sector and lower
rates of lending to the retail sector are confirmed. In addition, after the global financial crisis
(Thornton & Di Tommaso, 2020), slight NPLs growth in the RS, unlike in Europe, did not
dramatically reduce the credit capacity of banks, which indicates the balanced liquidity of
banks.

Conclusion and recommendations

The aim of this paper was to analyse the NPL trend in the RS with reference to banks’
profitability during the health crisis caused by the new SARS-COV2 virus. This paper
identified NPLs’ impact on banks’ profitability in this country for the period 2008-2021 and
compared results with the previous global financial crisis. ROA and ROE were used as
profitability indicators. In regression modelling, the IFI variable was used as one of the basic
determinants of banks’ income. In addition to regression models, a descriptive analysis of
NPL trends in this country was conducted to gain insights into the current situation and a
more credible interpretation of the results of this research. The results of this research showed
that the growth of non-profitable loans does not statistically cause the reduction of banks’
profitability.
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Despite theoretical interests and empirical research, different studies link different
variables with banks’ profitability. Therefore, further research may expand the choice of
independent variables depending on the choices and decisions of researchers. Limitations of
this research may be seen in the following points, which also serve as recommendations for
future research. First, econometric models could be taken into consideration in a larger
number of observations to increase the probability of obtaining statistical significance of
several independent variables. Second, GLS (generalized least squares) regression could be
applied to make a comparison with the results of this study and to examine which regression
model better describes the impact of independent variables on banks’ profitability. Third, the
sample would be larger if modelling was done with quarterly or monthly data, or if the time
frame was considerably wider. In this case, even if there was a lack of data in time series,
LMM (linear mixed model) could be applied, which takes into account not only fixed but
also random effects. Fourth and last, models from this research could be reproduced with
additional indicators of liquidity and banks’ equity adequacy and/or standardized modelling
data.

Lessons learned from the SARS-COV2 pandemic are based, inter alia, on the fact that
banking crises are inevitable. In this regard, it may be concluded that the financial system
and the banking sector should be prepared for the challenges caused by global financial
shocks. Based on this, it is recommended that the banking sector perform lending activities
selectively and to exercise continuous control over NPLs, even when this requires additional
operating costs. This falls into the field of risk management, which is necessary for the
improvement of banks’ profitability, and which affects the level of trust of credit users and
the general public. In addition to more efficient risk management conducted by banks’
management, based on empirical studies it is recommended to banks’ management to
maintain low capitalization rates and take into account solvency, especially in the crisis
period and particularly when NPLs rates are high. A high NPL level may be an indicator of
the beginning of an economic crisis in the country. Therefore, it is quite important that
institutions, supreme authorities, and fiscal and monetary decision-makers continuously
analyse and envisage risks that may arise from the SARS-COV2 pandemic in order to prevent
or mitigate negative consequences for the banking system, citizens, and the national
economy. Finally, with regard to recommendations for decision-makers and institutional
bodies that manage the country’s macroeconomics and general economic growth, it is
recommended to adopt and revise monetary, fiscal, and social measures which will, by
mutual collaboration, keep under control public debt and unemployment, inflation and
interest rates, especially in times of crisis, in order to contribute to the financial system and,
consequently, to the banking sector.
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Abstract: The issues of measuring and analysing the development dynamics and effects of electronic trade are
currently topical, significant and complex in any country, including Serbia. In the observed period from 2017 to
2021, according to the obtained empirical results based on the SF TOPSIS method, the largest number of trading
companies introducing e-business (IT technology) and e-trading appeared in Serbia in 2017. According to the
obtained empirical results based on the classical TOPSIS method, the largest number of trading companies
introducing e-business (IT technology) and e-trading was recorded in Serbia in 2019. The following is the ranking
according to the SF-TOPSIS method: 2021, 2018, 2019 and 2020. The ranking according to the TOPSIS method
is as follows: 2020, 2021, 2018 and 2017. The digitalisation factors of overall business operation of trade industry
in Serbia are the global trend and requirements, degree of development of contemporary IT technology and the
possibility of application in all the segments of trading operations, the economic climate, financial opportunities,
entry of international retail chains, development of multichannel sale — classic and e-retail facilities, around-the
clock business operations without time and geographical barriers etc. Considering the positive effects, significantly
more should be invested in new information and communication technology in the future.

Keywords: development, effects, electronic trade, Serbia, SF-TOPSIS- TOPSIS method

JEL classification: D22, P25

Caxertak: Hema cymie fa je JaHac BpNO akTyenHa, 3HavyajHa 1 croxeHa npobnemaTuka Mepera W aHanmae
[AMHaMUKe pa3Boja 1 edheKTy enekTPOHCKE TProBUHE Y CBAKOj 3eMIbU. Y nocMaTpaHoM BpemeHckoM nepuogy 2017
- 2021, npema pobujeHnm emnupujckum pesyntatuma Ha 6asn CO-TOMCUC meToge, Hajsehu 6poj TProBUHCKMX
npeayseha y Cpbuju ca yBoferem enekTpoHCKor nocrnosarba (MH(OpPMAaLMOHe 1 KOMYHUKALMOHE TEXHOMoruje) U
enekTpoHckuM npomeTom je 6uo y 2017. Crnepe no pepy: 2021, 2018 , 2019. u 2020. lMpema AobujeHUM
eMnupujckum pesyntatuma npumeHom knacuyHe TOMCUC metope y nepuopy 2017 — 2021. Hajsehn 6poj
TproBuHckux npedyseha y Cpbuju ca yBOReweM enekTpOHCKOT MOCroBara M eneKTPOHCKMM MPOMETOM
3abenexeH je y 2019. Cnepe no pepy: 2020, 2021, 2018. n 2017. ®aktopn AurMTanusauuje LENOKYMHOT
nocnoBarba TproBuHe y Cpbuju cy rmobanHu TpeHa v notpebe, pasBujeHOCT CaBpeMeHe MHGOPMaLMOHE U
KOMyHMKaLOHe TexHomoruje u MoryRHOCTM MpUMEeHe y CBUM CErMEHTUMa TProBaykor MocroBarba, eKOHOMCKa
knuma, duHaHcujcke MOryRHOCTW, MPUAMB CTPaHUX ManonpofajHNX NaHua, pasasoj MynTukaHancke npoaaje —
KrnacuyHa 1 enekTpoHcka NpoAaBHULA, NOCOBakbEe HOH -cTon Oe3 BpemeHcke v reorpadcke bapujepe, na.
Krbyune peun: passoj, echekTin, enektpoHcka TprosuHa, Cpbuja, Ce-TOMCUC metoaa, TOMCKC meTopa

JEI knacudpmkaumja: 122, 125
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Introduction

The application of modern information and communication technology in trade has a positive
effect on sales revenues and costs, i.e. affects the achievement of the target profit (Berman et
al., 2018; Levy et al., 2019; Lacey, 2021; Zu et al., 2022; Kon¢ar, 2003; Lukic & Vojteski
Kljenak, 2017; Kazakov et al., 2021; Lovreta & Petkovi¢, 2021; Jorgensen et al., 2022; Miller
& Miller, 2021; Miletic et al., 2021, Gluhovi¢, 2020; Lukic, 2022, 2023; Anti¢ et al., 2021).
The effects of the improvement of electronic trade are the improvement of the overall
performance (higher revenues from sales, lower costs and, finally, higher profits) of trade in
Serbia (Lopez Gonzalez & Jouanjean, 2017; Argilés-Bosch et al., 2022; Gu et al., 2021; Liu
et al., 2022; Luki¢ et al., 2016; Rehman et al., 2022; Tolstoy et al., 2022; Belouaar et al.,
2022). This is completely and understandable when you take into account the fact that
empirical analysis has established that information and communication technology
significantly contributes to the improvement of financial performance and efficiency of all
sectors, which means trade as well (Luki¢, 2011; Berman et al., 2018; Levy et al. ., 2019;
Lovreta & Petkovi¢, 2021; Gherghina et al., 2021; Alam et al., 2022).

1. Methodology

The procedure of the SF-TOPSIS method takes place through several stages shown below
(Giindogdu & Kahraman, 2019a,c; Giindogdu & Kahraman, 2019a,b,c, 2020a,b; Sharaf,
2022).

Let us mark the alternative with X = {x;, x5, ..., %} (x = 2), the criteria with C =
{C1,C3, ..., Gy}, and the weight vector of criteria with w = {wy, Wy, ..., wp}; 0 S w; < 1
and Z’}zl wj = 1.

Step 1: Using linguistic terms, spherical fuzzy numbers (Giindogdu & Kahraman,
2019a)

Step 2: Evaluation of decision makers (DM),
that is
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Spherical Weighted Arithmetic Mean (SWAM) is defined as
SWAMW(AVSl, ,Asn) = W1A51 + W2A~52 . WHASH

- [1—1‘[( 20" /ﬂ [1_[(1 Has)"

1_[(1 - MASL T[ASl) l (1)

that is

Spherical Weighted Geometric Mean (SWGM) is defined as

SWGM,, ((1‘11' ...... n)) A;/f + A;/ZZ o + ASW#
n 1/2 n
]_[u;”; : [1 - l_[(1 -vi )| [1_[(1 —vz )"
i=1 i=1 i=1

- a-u,-=2)" @
i=1

2.1: Aggregation of criteria weights
2.2: Aggregated spherical fuzzy decision matrix

Denote the values of the evaluation of alternatives by X;(i = 1,2 .....m), respecting the
criteria Cj(j = 1,2 .....n), with Cj(X;) = (yj, vij,m;j)and D = (Cj(Xl-))mxn for the
purposes of determining the spherical fuzzy decision matrix. For the MCDM problem with
SFS (Spherical Fuzzy Set), the decision matrix D = (CJ X 1)) is constructed as

mxn
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D =|Ci(X;
(&)
(11 v10m11) (a2, V12, Tr2) (H1n Vin, T1n)
— (21, V21, T21)  (U22, V22, T22) (2, Van, T2n) (3)
(#ml: V1, T[ml) (ﬂmZv Vm2, 7""mz) o (.umn' Vmn ”mn)

Step 3: The aggregated weighted spherical fuzzy decision matrix

The aggregated weighted spherical decision matrix is constructed by applying the following
equation:

~ ~ 1/2
5 o 1/2

( Agand Bgare spherical fuzzy sets.)

The aggregated weighted spherical fuzzy decision matrix is defined as

D = (Xu))

mxn

(11w Viaws T1aw)  (Bazws Vizws T1zw) (Hanw) Vinw T1nw)
— (21w Vaiw T21w) - (H22ws V2zws TT22w) (2nws Vanws T2nw) (5)
(.umlw: Vmiw» 7Tmlw) (.umzw' Vmaw, 7Tme) ot (.umnw: Vmnw» 7Tmnw)

Step 4: Diffusing the aggregated decision weight matrix using the following equation

Score (Cj(Xiw)) = (2uijw_nijw/2)2 3 (VijW - 7TijW/2)2 (6)

Step 5. Spherical fuzzy positive ideal solution (SF-PIS) and spherical fuzzy negative
ideal solution (SF-NIS)

For SF-PIS
X = {{CJ max < Score (C}-(Xl-w)) > |j =12 n}} (7)

X ={(G, (3, vi, iDNCo, (W3, v3,m3)) oo (Cn (i vy )}
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For SF-NIS
X~ = {{Cj_ min < Score (GXw)) > i = 1.2 n}} (8)

X ={(C, (ui,vi, mDNCo, (7, v, 7)) - -+ (Cy (U, Vi, )}

Step 6: The distance between alternativesX;, SF-PIS and SF-NIS
For SF-NIS

1 n
D) = |7 (i, =) + (g =)+ (= mi)°) )

=1

For SF-PIS

1 n
D(X;,X") = %Z ((.“Xi - .“X*)z + (le- - VX*)Z + (ﬂxi - ﬂx*)z) (10)
i=1

Step 7: The classical proximity ratio

DXy, X™)
DX, X*) + D(X;, X™)

§(X;) = (11)

Step 8: Optimal alternatives
Alternatives are ranked in order of decreasing proximity value.

The stages of the TOPSIS method are as follows (Hwang & Yoon, 1981, 1995; Young et al.,
1994: Ugiincii et al., 2018):

Step 1: Creating the initial matrix

agq Az A1n
arq Az Arpn

Qmn1 Am2 - Omn
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Step 2: The weighted normalized decision matrix

al-]-
r; = —2— (12)
2
= a;;

t=123,...,mj=123,..,n

T11 le o rln

_ 7'21 r22 o an
Rij= 1" : :

Tmi Tmz °°° Tmn

Vij = WU * T'ij,i = 1,2,3, ,m] = 1,2,3, e, n (13)

Step 3: (A") Positive ideal solution; (A") Negative ideal solution
At = {vf, . v = {(mlaxvij,j Ej) (miin Vij,J ej’)} i=12,..,m(14)

A" = {7, .., v} = {(miin Vij,J Ej) (miaxvij,j Ej')} i=12,..,m(15)

(j benefit criterion, j' cost criterion.)

Step 4: Special measures

(S ") Positive ideal solution; (S ;~) Negative ideal solution:

n
St= ). = v e
]:

st= 2, @y an

i=123,..mj=123,..,n

Step 5: The relative closeness to the ideal solution (Ci")

It is determined as follows:

(CT 5=l m; j=1,...,n):
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C*—S—i_i—123 m (18)
1 Si_ + Si_'_ ) 1=y
Step 6: Optimal alternatives
High scores correspond to better performance (Uciincii et al., 2018).
2. Results
The initial statistical data of EUROSTAT indicators for the period 2017 - 2021 are
presented in Table 1 and Figure 1. (All calculations and results are the author's.)
Table 1: Indicators
Enterpri | Enterprises Enterprise | Enterpri | Enterpri | Enterpri | Enterpris | Enterpri | Enterpri | Enterpri
ses with | with ~ EDI- | swithweb | ses with | ses with | ses with | es with | ses'total | ses' ses'
e- type sales | sales (via | web web web web sales | turnover | turnover | turnover
commer | Enterprises websites, sales - | sales sales to | via e- | from e- | from from
cesales | with  EDI- | apps or | B2Band | B2C foreign commerc | commer | web EDI-type
. type sales marketpla | B2G 0 countrie | e cesales | sales sales
(% ) ces) (% | s(EUor | marketpla
enterpris | (% (% enterpris | ot  of | ces (% total | (% total | (% total
es) enterprises) | (% enterpris | es) the turnover | turnover | turnover
terpri %
1 c2 2)n oprse | 9 s world Eer:terprise ) ) )
C4 (% 5) C8 C9 C10
c3 enterpris
es) C7
C6
A1 23 1 23 14 17 4 4 5 4 1
2017
A2 21 0 21 9 20 0 4 7 6 1
2018
A3 40 6 0 26 25 7 7 23 18 5
2019
Ad 33 3 32 21 26 0 13 13 10 3
2020
A5 35 1 35 22 26 2 10 6 5 1
2021

Source: Eurostat
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Figure 1: Indicators of electronic commerce in Serbia

Enterprises  Enterprises  Enterprises  Enterprises  Enterprises  Enterprises  Enterprises  Enterprises’  Enterprises’  Enterprises'
withe-  with EDI-type with web sales with web sales with web sales with web sales with web sales total turnover turnover from turnover from

45
40
35
3
2
2
1
1

o Uuu o Uun o u»u o

commerce sales (via websites, - B2Band B2G - B2C to foreign via e- from e- web sales  EDI-type sales
sales Enterprises apps or countries (EU commerce ~ commerce
with EDI-type marketplaces) orrest of the marketplaces sales
sales world

2017 m2018 m2019 m2020 m2021

Source: the author's picture

Table 2 shows descriptive statistics of indicators of electronic commerce in Serbia.

Table 2: Descriptive statistics

Statistics

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10
Mean 30.4000 [2.2000 [22.2000 [18.4000 [22.80002.6000 [7.6000 (10.8000{8.6000 2.2000
Median 33.0000 [1.0000 [23.0000 [21.0000 [25.0000[2.0000 [7.0000 [7.0000 6.0000 {1.0000
Std. Deviation  8.11172 [2.38747 [13.73681 6.80441 [4.08656[2.96648(3.91152(7.49667 5.72713|1.78885
Minimum 21.00 |00 .00 9.00 17.00 (00 400 5.00 14.00 [1.00
Maximum 40.00 .00 35.00 [26.00 [26.00 [7.00 [13.00 [23.00 [18.00 5.00

Source: the author's calculation

Descriptive statistics show that the criteria range from C1 21.00 (2018) to 40.00
(2019), from C2 .00 (2018) to 6.00 (2019), from C3 .00 (2019) to 35.00 (2021), from C4 9.00
(2018) to 26.00 (2019), from C5 17.00 (2017) to 26.00 (2020, 2021), from C6 .00
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(2018,2020) to 7.00 (2019), from C7 4.00 (2017,2018) to 13.00 (2020), from C8 5.00 (2017)
to 23.00 (2019), from C9 4.00 (2017) to 18.00 (2019) and from C10 1.00 (2017,2018,2021)
to 5.00 (2019). The averages are C1 30.4000, C2 2.2000, C3 22.200, C4 18.4000, C5
22.8000, C6 1.6000, C7 7.600, C8 10.800, C9 8.600 and C10 2.200. Therefore, the
importance of e-commerce in Serbia has increased recently.

The correlation between criteria C1 and C4 is strong, and at the level of statistical
significance (Table3).

Table 3: Correlations

Correlations
1 2 3 4 5 6 7 8 9 10

1C1 Pearson 1 808  |.277 |984” (855 (486 |629 [738 731 751

Correlation

Sig. (2-tailed) 098 |652 |.002 (065 [406 |256 [155 |161 |143
2 C2 Pearson 808 |1 -.688 (809 |518 |685 [305 |967" |958" |983"

Correlation

Sig. (2-tailed) .098 200 (097 |372 |202 (618 [007 010  |003
3C3 Pearson -277 |-.688 |1 239 099 777 |458 |.755 768 |-.704

Correlation

Sig. (2-tailed) 652 200 698 (874 |122 |438 [141 (130 |184
4 C4 Pearson 984" (809 239 |1 .795 (530 |637 |698 |685 [731

Correlation

Sig. (2-tailed) 002 097 [698 108 (358 |248 1190 202 (160
5C5 Pearson 855 |518 099 |795 (1 -.029 |.854 512 508 |520

Correlation

Sig. (2-tailed) .065 372 874 [108 963 066 |.377 382  [369
6 C6 Pearson 486  |685  |.777 |530 (.029 |1 -297 1591 592 (584

Correlation

Sig. (2-tailed) 406 (202 122 (358 |963 627 (294 1293  |.301
7C7 Pearson 629 305 458 (637 (854 |-.297 [1 235 214 (300

Correlation

Sig. (2-tailed) 256 618  |438 (248 [066 |627 703|729 |624
8 C8 Pearson 738 967" 755|698 |512 [591 |235 [1 999" 992"

Correlation

Sig. (2-tailed) 155 (007 141 [190 |377 [294 (703 .000 |.001
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9C9 Pearson 731 958" |-.768 |685 |508 [592 [214 1999 |1 .986™
Correlation
Sig. (2-tailed) 161 (010  |130 [202 382 |293 (729 |000 .002
N 5 5 5 5 5 5 5 5 5 5
10 C10  |Pearson 751 (983" 704 |731 |520 [584 (300 992" ]986™ |1
Correlation
Sig. (2-tailed) 143 (003 184 (160 [369 |301 (624 001 (002

Source: the author's calculation

Non-parametric tests are presented in Table 4.

Table 4: Npar Tests — Friedman Test

Ranks

Mean Rank
C1 9.70
C2 2.00
C3 7.70
C4 7.40
C5 8.00
C6 2.80
C7 4.80
C8 5.90
C9 4.60
C10 2.10
Test Statistics?
N 5
Chi-Square 35.967
df 9
IAsymp. Sig. .000
a. Friedman Test

Source: the author's statistics
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There is a significant statistical difference between the given variables (Asymp. Sig. .000
<.05).

The Relative Closeness Ratio is shown in Table 5 and Figure 2.

Table 5: Relative Closeness Ratio

D(Ai,A+) D(Ai,A-) Closeness Closeness Ranking
Ratio Ratio
2017 - A1 0.088 0.179 0.000 0.000 1
2018 - A2 0.145 0.133 0.907 0.907 3
2019 - A3 0.153 0.129 1.024 1.024 4
2020 - A4 0.165 0.105 1.294 1.294 5
2021 - A5 0.113 0.152 0.444 0.444 2
0.088 0.179
MIN MAX
Source: the author's calculation
Figure 2: Relative Closeness Ratio
6
5
4
3
2
1
0 - I - - .- - - -
2017-A1 2018-A2 2019-A3 2020-A4 2021-A5
B D(Ai,A+) HED(AiA-) Closeness Ratio Closeness Ratio B Ranking

Source: the author's picture

The dynamic selection and ranking of electronic trade in Serbia according to the SF-
TOPSIS method is as follows: 2017, 2021, 2018, 2019 and 2020. Recently, therefore, the
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results have been positive. In the future, considering the positive effects, significantly more
should be invested in new information and communication technology.

Table 6 and Figure 3 show the results.

Table 6: Ranking

Si+ Si- Ci Ci Ranking
2017 - A1 1.0023 0.1381 0.1211 0.121 4
2018 - A2 0.7780 0.0851 0.0986 0.099 5
2019- A3 0.2249 0.9822 0.8137 0.814 1
2020 - A4 0.5146 0.5914 0.5347 0.535 2
2021 - A5 0.8914 0.4216 0.3211 0.321 3

Source: the author's calculation

Figure 3: Ranking

4 ‘

2017 - A1 2018 - A2 2019-A3 2020 - A4 2021-A5

w

N

[EEN

ESi+ mSi- mCi mCi ®Ranking

Source: the author's picture

The ranking results are as follows: (1) SF-TOPSIS method: 2017, 2021, 2018, 2019
and 2020; (2) TOPSIS: 2019, 2020, 2021, 2017 and 2018. The conclusion is that e-commerce
in Serbia has improved recently. The conclusion is that e-commerce in Serbia has improved
recently. This had a positive impact on the overall performance of trade in Serbia.
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Discussion

In order to obtain as complete a picture as possible of the dynamics of the development and
effects of electronic trade in Serbia, it is recommended that the analysis be carried out
continuously using not only the analysed (SF-TOPSIS, TOPSIS) but also other multi-criteria
decision-making methods (MABAC, MARCOS, LMAW-DNMA, etc.).

The SF-TOPSIS method is based on linguistic terms and their assignment to certain
criteria by decision makers. To a large extent, it depends on the expertise of the decision-
makers, which linguistic term will be assigned to certain criteria, and thus the accuracy of the
results obtained. It has elements of “subjectivity”. However, regardless of certain elements
of “subjectivity” in both methods, those in relation compared to classical methods, for
example, ratio analysis, they give more precise results because they simultaneously take into
account several criteria — integrated which is not the case with ratio analysis, where each
indicator — criterion is considered in isolation.

In any case, it can be freely said that compared to traditional methods, multi-criteria
decision-making methods give more precise results in terms of understanding the dynamics
of the development of electronic commerce, because they simultaneously include several
criteria viewed as factors. For these reasons, their application in the analysis of electronic
commerce is recommended.

Conclusion

The ranking results are as follows: (1) SF-TOPSIS method: 2017, 2021, 2018, 2019 and
2020; (2) TOPSIS: 2019, 2020, 2021, 2017 and 2018. By themselves, they point to the
general conclusion that electronic trade in Serbia has improved recently. Considering the
positive effects in the future, as much as possible should be invested in improving the
information and communication technology of trade in Serbia.
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Abstract: Government expenditures represent one of the most important issues for policymakers both in
ordinary and extraordinary conditions. The aim of this paper is to estimate and identify the effects of selected
macroeconomic determinants on government expenditures in Serbia from 2002 to 2020. Using the ARDL
technique, the empirical findings confirmed that there is a long-run relationship between gross domestic
product, government revenues, inflation, and population size and government expenditures for the observed
period. The significant and positive effects of explanatory variables are confirmed in the long run, except for
inflation, whose impact is not significant in the short run. Specifically, GDP growth, higher inflation rate,
greater government revenues and population contribute to the higher government expenditures level. The
obtained findings give certain directions to fiscal authorities in creating and defining optimal government
expenditures level in the context of influences of chosen macroeconomic variables.

Keywords: government expenditures, economic growth, determinants, ARDL model, Serbia
JEL classification: C51, H10, H50, P24

Caxerak: [lpxaBHu pacxoan NpeqcTasrbajy je[HO Of HajBaXHMjUX MUTama 3a KpeaTtope MOMUTUKA Kako Y
peaoBHUM, Tako W'y BaHpeaHUM ycrnosuma. Linrb oBor paga je aa npoueHn 1 uaeHTudmkyje edekte ogbpaHmx
MaKpPOEKOHOMCKIX AeTEPMUHAHTM Ha pxaBHe pacxoae Y Cpbuju og 2002 go 2020. roguHe. Kopuctehu APIN
TEXHUKY, EMIUPKiCKN Hamas| cy NOTBPAWAM fa MOCTOjM AyropoyHa Besa uameRy BpyTo gomaher npoussoaa,
APXaBHAX NMPUXoAa, MHrauuje n BeNMYMHE nonynnauuie W APXaBHUX Pacxoda 3a nocMaTtpaHn nepuoa.
3HayajH1 1 NO3NTMBHM edeKTN ekcnnaHaTopHUX Bapujabnu cy noTepheHn Ha Ayr pok, ocuM WHdnaumje yuje
yTULaj HUje 3HavajaH y kpaTkoM poky. Haume, pact B/IM-a, Buwwa cTona uHdnauuje, Behu ApxaBHU Npuxoan u
BENMYMHA monmynauuje AOMPUHOCE BULIEM HWBOY [ApxaBHUX pacxopa. [obujern Hanasu Aajy oapefeHe
CMepHuLe uCKanHUM BriacTuMa y Kpevpawy W AedvHMCarby ONTUMamHOr HWBOA APXaBHUX pacxoda Y
KOHTEKCTY yTuuaja ogabpaHnx MakpoekoHOMCKUX Bapujabnu.
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Introduction

The comprehensive stability in consumption templates is very important in the economy
(Mahmood & Zamil, 2019). The factors of public expenditures stimulate not only economic
stability, but also manage fiscal imbalances (Aladejare, 2019; Jibir and Aluthe, 2019). To
boost social welfare through economic, political, legal and social programmes is the main
goal of the government, but these programmes contribute to government expenditure
growth (Faheem et al. 2021). The design of government expenditures differs substantially
across economies and has historically modified over time at a global level (Chen et al.,
2019). Government expenditures represent a saviour in critical situation (Algaeed, 2020)
and a decisive factor of fiscal policy are crucial to economic growth, sustainability and
stability (Gbaka et al. 2021). It is essential to point out that modern macroeconomic theory
identified government expenditure as the key element of aggregate demand and the main
control variable of budget policy (Nouira and Kouni, 2021). Thus, growth-stimulating
public spending and sound public finance should improve potential output in the long-run
(Schuknecht and Zemanek, 2021). Previous empirical studies have investigated the
relationship between government expenditure and economic growth have measured
different forms of gross domestic product such as growth rate or GDP per capita
(Selvanathan et al., 2021). In the literature, there are various theoretical approaches to the
relationship between these macroeconomic variables (Olaoye and Afolabi, 2021).
Specifically, when estimating the role of the public sector in the economy, Wagner’s law
and Keynesian hypothesis are two often used theories (Wagner, 1883; Keynes, 1936).
These theoretical approaches imply that increased national income provides greater state
activity, and also that government expenditures affect the national income size (Nusair and
Olson, 2020). It means that the first approach highlights that economic growth is the main
driver of government spending, while the second view indicates that government
expenditure is the key driver of an economy (Zungu and Greyling, 2022). The richer
economies have better public sector efficiency, where government responsibility and
demographic factors play a relevant role (Hauner and Kyobe, 2010). High government
expenditures can lead to smaller economic growth (Hajamini and Falahi, 2018; Kim et al.,
2018). Therefore, it is necessary to achieve efficiency in government spending to avoid
potential their negative effects as a result of the inefficiency of bureaucracy (Rahman et al.
2020).

The research is comprised of five parts. First and second part include introduction
and literature review where similar research have estimated the determinants of government
expenditures. The third part is a methodological framework that defines variables and all
econometric procedures, as well as, preconditions for an adequate estimation model. The
fourth segment is an empirical analysis of government expenditure determinants in Serbia
for the period 2002-2021. This segment implies descriptive and empirical analysis to
provide which macroeconomic determinants are vital for government expenditure in Serbia.
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The last segment compiles the obtained results, and the conclusion summarizes the findings
and conclusions with propositions for forthcoming research.

Literature review

When it comes to analysis of government expenditures, there are two theoretical
approaches, namely, Wagner’ law and the Keynesian hypothesis. To begin with, the
analysis of Wagner’s law is divided into three aspects. The first aspect is based on
unidirectional causality from economic growth to spending (Wagner’s hypothesis). The
second aspect includes unidirectional causality from spending to economic growth
(Keynesian hypothesis). The third aspect implies both Wagner’s and Keynesian hypothesis
(Jalles, 2019). Wagner’s law implies that expenditure grows more than proportionally with
income due to economic development (Prado et al., 2020) and provides theoretical
principles and enables specific policy suggestions to achieve optimality in expanding public
spending and its financing (Forte and Magazzino, 2018). The validity of Wagner’s law has
been identified by many studies (Tobin, 2005; Tasseven, 2011; Silva and Siqueira, 2014;
Akitoby et al., 2006; Karagianni and Pempetzoglou, 2011; Barra et al., 2015; Magazzino et
al., 2015; Bayrakdar et al., 2011; Barra et al., 2015; Funashima and Hiraga, 2017). Kumar
and Cao (2020) supported Wagner’s law in East Asian countries such as China, Hong
Kong, Japan and South Korea. Also, Tesatfova (2022) determined the validity of Wagner’s
law in the long run in the Czech Republic for the analysed period 1999-2019.

Many empirical papers have investigated the relationship between government
2018; Paparas et al., 2018; Irandoust, 2019; Sedrakyan and Varela-Candamio, 2019; Arestis
et al.,, 2021, Kirikkaleli and Ozbeser, 2022). For example, Dudzeviciiité et al. (2018)
analyzed the relationship between government expenditure and economic growth in the
European Union countries for the period 1995-2015. The empirical analysis confirmed a
significant relationship between these variables in eight EU countries (Belgium, Cyprus,
Germany, Poland, Portugal, Slovakia and Sweden). Paparas et al. (2018) tested the
relationship between government spending and national income in the United Kingdom for
the period 1850-2010. Their findings confirmed the long-run relationship among these
variables and supported Wagner’s and Keynesian hypotheses. Sedrakyan and Varela-
Candamio (2019) investigated relation between government expenditures and economic
growth in Armenia and Spain from 1996 to 2014. Using VAR method, this study concluded
positive implications of expenditures to the economic growth in these countries. Inchauspe
et al. (2020) confirmed unidirectional causality from gross domestic product and prices to
government expenditure in Indonesia for the period 1980-2014. Ghazy et al. (2021)
revealed bidirectional causality between gross domestic product and government
expenditure in Egypt for the period 1960-2018. Kirikkaleli and Ozbeser (2022) analyzed
the correlation between government expenditure and economic growth in the United States
for the period 1960-2019. Using the wavelet coherence approach, these authors confirmed
that economic growth enhances government expenditures in the long term, while
government expenditures improve economic growth in the short term.
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Methodology and data

Following the aim of this study to estimate the government expenditure determinants, we
used annual data obtained from the International Monetary Fund for the period 2002-2020.
The variable selection is presented in Table 1.

Table 1: Variable description

Variable Symbol Calculation Expected impact
Government GE % of GDP /
expenditure

Gross domestic GDP annual rate n
product

Government revenue GR % of GDP +
Inflation INF annual rate +
Unemployment UNM annual rate +
Population POP absolute number +

Source: the authors’ illustration

We specify the model of this research in a functional form using the logarithmic
values of observed variables:

GE =f(GDP, GR, INF, POP)
(1)

The use of autoregressive distributed lag model has been manifested by Pesaran et al
(1996) and improved by Shin et al. (2001). This model is lucrative to identify the
relationship between observed variables in the short term and long-term.

Having in mind a defined objective of the research, the following hypotheses are
developed:

Ho: There is a long-run relationship between government expenditures and selected
macroeconomic determinants.

Hi: GDP growth rate significantly affects government expenditures in the long run.

H>: Government revenues significantly affect government expenditures in the long-run.

H;s: Inflation significantly affects government expenditures in the long-run.

Hy: Population size significantly affects government expenditures in the long-run.

Empirical analysis and results

Before applying the empirical model to provide which determinants are essential for
government expenditure level, there is a descriptive analysis of chosen variables. The
obtained findings of the descriptive statistics are reflected in Table 2.
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Table 2: Descriptive statistics

Variable GE GDP GR INF POP

Mean 42.52 3.35 40.13 6.38 7232947
Std. dev. 1.92 3.52 1.35 4.48 189546.7
Min. 39.82 -2.73 37.32 1.12 6927000
Max. 48.23 10.15 42.03 16.25 7500000

Source: the authors’ calculation

Analysing selected variables from 2002 to 2020, the average value of government
expenditure was 42.52% of the gross domestic product. This is more than the average share
of government revenue, which was 40.13% of GDP. Likewise, comparing the share of GE
and GR in 2020, it can notice that GE’ share was 48.23% of GDP, which is far more than
GR’ share in the same period (40.98% of GDP). The mean economic growth measured by
GDP was 3.35%, whereas the maximum growth rate was 10.15% in 2005. In contrast, the
smallest growth rate was recorded in 2007, when Serbian economy declined by 2.73%.
Furthermore, the average inflation rate was 6.38% for the analyzed period, which is greater
than the mean growth rate for the same period. It implies that the economy registered real
fall of 3.03% for the observed period. However, in the last five years (2016-2020), mean
GDP growth rate was 2.67%, while the average inflation rate was 1.93%.

Table 3: ADF and PP tests

Variable | GE | Gop | GR | INF | POP
Level

ADF -2.228 -2.420 -1.622 -2.056 1-824
(0.196) (0.036) (0.472) (0.063) (0.998)

p -15.073 -8.652 -6.380 -7.090 0.360
(0.168) (0.070) (0.389) (0.010) (0.998)

First difference

ADF -4.045 -5.671 -5.288 -5.471 -3.052
(0.001) (0.000) (0.000) (0.000) (0.030)
p -23.468 -21.609 -27.120 -19.944 -10.238
(0.001) (0.000) (0.000) (0.000) (0.036)

Integration I(1) 1(0) I(1) 1(0) 1(1)

Source: the authors’ calculation

We employed the traditional tests such as ADF and PP test to estimate potential unit
roots. The results showed that all variables are integrated at 1, except GDP and INF that are
1(0). However, after the first difference, variables become stationary at the significance
level of 1% and 5%. Thus, ARDL model is applicable for measuring the long-run
relationship between series with different orders of integration (Pesaran et al., 2001).
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Table 4: VIF test

Variable VIF 1/VIF
POP 2.35 0.426
GDP 2.33 0.428
INF 2.18 0.459
GR 1.64 0.608
Mean VIF 2.13

When two or more independent variables have a strong correlation with each other,
there may be the potential risk of multicollinearity (Eftimovska and Laurent, 2022). Results
from Table 4 confirmed that there is no problem of collinearity between observed
explanatory variables (mean value of VIF is 2.13 which is less than 4). Therefore, the

Source: the authors’ calculation

selected explanatory variables can be concluded in the estimated model.

Table 5: Model selection

AIC BIC HQIC ADj. R- Specification
squared
4.2094 4.5062 4.2503 0.2225 ARDL (1,0,0,0,0)
4.2465 4.5928 4.2943 0.2123 ARDL (1,0,0,0,1)
4.2803 4.6266 4.3281 0.1853 ARDL (1,1,0,0,0)
4.2976 4.6438 4.3453 0.1711 ARDL (1,0,1,0,0)
4.3107 4.6569 5.3584 0.1602 ARDL (1,0,0,1,0)

After estimating multicollinearity, there is model selection using defined criteria
such as AIC, BIC and HQIC. The given findings represented that ARDL (1,0,0,0) is

Source: the authors’ calculation

appropriate for evaluating the determinants of government expenditures.
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Table 6: ARDL Bound test

Test stat Value K
F-stat 4.7363 2
Critical value 1(0) Bounds I(1) Bounds
10% 2.2 3.09
5% 2.56 3.49
2.5% 2.88 3.87
1% 3.29 437

Source: the authors’ calculation

The results from Table 5 showed that there is a long-run relationship between
government expenditures, gross domestic product, government revenues, inflation and
population. Hereby, we can reject the null hypothesis at the significance level of 10%, 5%,
2.5% and 1% and conclude there is a long-run convergence among analyzed variables.

Table 7: ARDL estimation

Variables Coefficient P-value
Short run
GDP 0.494 0.003
GR 0.439 0.021
INF 0.037 0.776
POP 1.068 0.028
ECT -0.920 0.000
Long run
GDP 0.446 0.036
GR 0.297 0.057
INF 0.029 0.081
POP 1.283 0.064
Diagnostic tests F-stat P-value
LM test 0.570 0.583
ARCH test 0.246 0.627
BPG test 2.435 0.096
Ramsey 0.313 0.760

Source: the authors’ calculation

Based on Table 6, the negative value of ECT coefficient (-0.920) implies that there
is a long-run convergence between considered variables. Looking at the estimated
coefficients, we can conclude that GDP significantly affects GE in the short run and the
long run at significance level of 1%. An increase in GDP by 1% enables greater GE by
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0.49% in the short run and 0.45% in the long run. Further, GR has a significant effect on
GDP in the short run at significance level of 5% and at significance level of 10% in the
long run. The growth of GR by 1% raises GE’s share by 0.44% in the short-run and 0.30%
in the long-run. The positive effects of INF on GDP are only confirmed in the long-run,
where 1% INF growth increases GE by 0.03% at significance level of 10%. Finally, POP
significantly and positively affects the GE in the short run and at the significance level of
1% and 10% in the long run. Also, the obtained findings of diagnostic tests confirmed that
there is no problem of serial correlation (LM test) and heteroscedasticity (ARCH test and
BPG test), or the stability of the model (Ramsey test).

Conclusion

The research estimated the long-term relationship between selected macroeconomic
determinants and government expenditures in Serbia from 2002 to 2020. The variable
selection included the influence of gross domestic product, government revenues, inflation
and population size on government expenditures level. The empirical research implied
ARDL model to measure and identify the potential long-run relationship between observed
macroeconomic determinants and government expenditures for the analyzed period.
Specifically, the empirical analysis confirmed that there is a cointegration between selected
macroeconomic determinants and government expenditures in Serbia for the observed
period. It implies that hypothesis Ho can be accepted. In order to provide positive
implication of economic growth, which can be measured in relative or absolute values
(Jovanovi¢ et al., 2022), the results of ARDL model manifested that GDP significantly and
positively affects the GE in the short run and long run, which means that hypothesis Hi can
be confirmed. Also, variable GR has significant effect on GE in the short run and long run,
which denotes that H> can be accepted. Variable INF significantly affect the GE in the
long-run, which indicates that H3 can be accepted. Likewise, it is necessary to highlight that
effect of INF is not significant for GE in the short run. Finally, POP significantly and
positively affects the GE in the long-run, which means that hypothesis H4 can be
confirmed. The obtained estimated coefficients of selected explanatory variables are in line
with the defined expected impacts presented in Table 1. The paper expands current
theoretical opus related to government expenditures’ management and enables IT support
for policymakers in the Serbia. This support is manifested in estimated and obtained
coefficients of selected macroeconomic determinants such as gross domestic product,
government revenues, inflation and population on government expenditure level. The fiscal
authority should be aware of optimal nexus between government expenditures and
government revenues to provide positive implications for economic prosperity.
Accordingly, policymakers in Serbia should focus on productive government expenditures
to enable favourable effects on public finance state and macroeconomic framework. It
means that fiscal authorities must detect and reduce unproductive or less productive
government expenditures ensuring more funds to allocate to capital expenditures. These
expenditure types can be supported by bank financing as one of the most developed
financial institutions in Serbia which is in line with Rakocevi¢ et al. (2021). The novelty of
the paper represents including inflation rate and population size in measuring government
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expenditures in the Republic of Serbia. According to authors’ investigation, this is the first
research that has analyzed these two variables in the context of their influence on
government expenditures in Serbia.
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sufficient detail to enable the readers to identify and consult it. The references are placed at
the end of the work, with sources listed alphabetically (a) by authors’ surnames or (b) by
the titles of the sources (if the author is unknown). Multiple entries by the same author(s)
must be sequenced chronologically, starting from the earliest, e.g.:

Ljubojevi¢, T.K. (1998).

Ljubojevi¢, T.K. (2000a).

Ljubojevi¢, T.K. (2000Db).

Ljubojevi¢, T.K., & Dimitrijevi¢, N.N. (1994).

Here is a list of the most common reference types:

A. Periodicals

Authors must be listed by their last names, followed by initials. Publication year must be
written in parentheses, followed by a full stop. Title of the article must be in sentences case:
only the first word and proper nouns in the title are capitalized. The periodical title must be
in title case, followed by the volume number, which is also italicized:

Author, A. A., Author, B. B., & Author, C. C. (Year). Title of article. Title of
Periodical, volume number(issue number), pages.

< Journal article, one author, paginated by issue

Journals paginated by issue begin with page 1 in every issue, so that the issue number is
indicated in parentheses after the volume. The parentheses and issue numbers are not itali-
cized, e.g.

Tanasijevi¢, V. (2007). A PHP project test-driven end to end. Management
Information Systems, 5(1), 26-35.

< Journal article, one author, paginated by volume
Journals paginated by volume begin with page 1 in issue 1, and continue page numbering in
issue 2 where issue 1 ended, e.g.

Peri¢, O. (2006). Bridging the gap: Complex adaptive knowledge management.
Strategic Management, 14, 654-668.

< Journal article, two authors, paginated by issue

Straki¢, F., & Mirkovi¢, D. (2006). The role of the user in the software development
life cycle. Management Information Systems, 4(2), 60-72.

< Journal article, two authors, paginated by volume

Ljubojevi¢, K., & Dimitrijevi¢, M. (2007). Choosing your CRM strategy. Strategic
Management, 15,333-349.



< Journal article, three to six authors, paginated by issue

Jovanov, N., Boskov, T., & Straki¢, F. (2007). Data warehouse architecture.
Management Information Systems, 5(2), 41-49.

< Journal article, three to six authors, paginated by volume

Boskov, T., Ljubojevi¢, K., & Tanasijevi¢, V. (2005). A new approach to CRM.
Strategic Management, 13, 300-310.

< Journal article, more than six authors, paginated by issue

Ljubojevi¢, K., Dimitrijevi¢, M., Mirkovi¢, D., Tanasijevi¢, V., Peri¢, O., Jovanov,
N., et al. (2005). Putting the user at the center of software testing activity.
Management Information Systems, 3(1), 99-106.

< Journal article, more than six authors, paginated by volume

Strakié, F., Mirkovi¢, D., Boskov, T., Ljubojevi¢, K., Tanasijevi¢, V., Dimitrijevié,
M., et al. (2003). Metadata in data warehouse. Strategic Management, 11,
122-132.

S Magazine article

Straki¢, F. (2005, October 15). Remembering users with cookies. /T Review, 130,
20-21.

< Newsletter article with author

Dimitrijevi¢, M. (2009, September). MySql server, writing library files. Computing
News, 57, 10-12.

= Newsletter article without author

VBScript with active server pages. (2009, September). Computing News, 57, 21-22.

B. Books, Brochures, Book Chapters, Encyclopedia Entries, And Book Re-
views

Basic format for books

Author, A. A. (Year of publication). Title of work: Capital letter also for subtitle.
Location: Publisher.

Note: “Location" always refers to the town/city, but you should also include the
state/country if the town/city could be mistaken for one in another country.

2 Book, one author

Ljubojevi¢, K. (2005). Prototyping the interface design. Subotica: Faculty of
Economics.



2 Book, one author, new edition

Dimitrijevié¢, M. (2007). Customer relationship management (6™ ed.). Subotica:
Faculty of Economics.

< Book, two authors

Ljubojevi¢, K., Dimitrijevi¢, M. (2007). The enterprise knowledge portal and its
architecture. Subotica: Faculty of Economics.

S Book, three to six authors

Ljubojevi¢, K., Dimitrijevi¢, M., Mirkovi¢, D., Tanasijevié¢, V., & Peri¢, O. (20006).
Importance of software testing. Subotica: Faculty of Economics.

2 Book, more than six authors

Mirkovi¢, D., Tanasijevié, V., Peri¢, O., Jovanov, N., Boskov, T., Straki¢, F., et al.
(2007). Supply chain management. Subotica: Faculty of Economics.

< Book, no author or editor
Web user interface (10th ed.). (2003). Subotica: Faculty of Economics.
S Group, corporate, or government author

Statistical office of the Republic of Serbia. (1978). Statistical abstract of the
Republic of Serbia. Belgrade: Ministry of community and social services.

< Edited book

Dimitrijevié¢, M., & Tanasijevi¢, V. (Eds.). (2004). Data warehouse architecture.
Subotica: Faculty of Economics.

< Chapter in an edited book

Boskov, T., & Straki¢. F. (2008). Bridging the gap: Complex adaptive knowledge
management. In T. BoSkov & V. Tanasijevi¢ (Eds.), The enterprise
knowledge portal and its architecture (pp. 55-89). Subotica: Faculty of
Economics.

S Encyclopedia entry

Mirkovi¢, D. (2006). History and the world of mathematicians. In The new
mathematics encyclopedia (Vol. 56, pp. 23-45). Subotica: Faculty of
Economics.

C. Unpublished Works

9 Paper presented at a meeting or a conference

Ljubojevi¢, K., Tanasijevi¢, V., Dimitrijevi¢, M. (2003). Designing a web form
without tables. Paper presented at the annual meeting of the Serbian comput-
er alliance, Beograd.



< Paper or manuscript

Boskov, T., Straki¢, F., Ljubojevi¢, K., Dimitrijevi¢, M., & Peri¢, O. (2007. May).
First steps in visual basic for applications. Unpublished paper, Faculty of
Economics Subotica, Subotica.

= Doctoral dissertation

Strakié, F. (2000). Managing network services: Managing DNS servers.
Unpublished doctoral dissertation, Faculty of Economics Subotica, Subotica.

< Master’s thesis

Dimitrijevi¢, M. (2003). Structural modeling: Class and object diagrams.
Unpublished master’s thesis, Faculty of Economics Subotica, Subotica.

D. Electronic Media

The same guidelines apply for online articles as for printed articles. All the information that
the online host makes available must be listed, including an issue number in parentheses:

Author, A. A., & Author, B. B. (Publication date). Title of article. Title of Online
Periodical, volume number(issue number if available). Retrieved from
http://www.anyaddress.com/full/url/

9 Article in an internet-only journal

Tanasijevié, V. (2003, March). Putting the user at the center of software testing
activity. Strategic Management, 8(4). Retrieved October 7, 2004, from
www.ef.uns.ac.rs/sm2003

S Document from an organization

Faculty of Economics. (2008, March 5). 4 new approach to CRM. Retrieved July
25, 2008, from http://www.ef.uns.ac.rs/papers/acrm.html

< Article from an online periodical with DOI assigned

Jovanov, N., & Boskov, T. A PHP project test-driven end to end. Management
Information Systems, 2(2), 45-54. doi: 10.1108/06070565717821898.

< Article from an online periodical without DOI assigned
Online journal articles without a DOI require a URL.

Author, A. A., & Author, B. B. (Publication date). Title of article. Title of Journal,
volume number. Retrieved from http://www.anyaddress.com/full/url/

Jovanov, N., & Boskov, T. A PHP project test-driven end to end. Management
Information Systems, 2(2), 45-54. Retrieved from
http://www.ef.uns.ac.rs/mis/TestDriven.html.



2. Reference Quotations in the Text
2 Quotations

If a work is directly quoted from, then the author, year of publication and the page refer-
ence (preceded by “p.”) must be included. The quotation is introduced with an introductory
phrase including the author’s last name followed by publication date in parentheses.

According to Mirkovi¢ (2001), “The use of data warehouses may be limited, espe-
cially if they contain confidential data” (p. 201).

Mirkovi¢ (2001), found that “the use of data warechouses may be limited” (p. 201).
What unexpected impact does this have on the range of availability?

If the author is not named in the introductory phrase, the author's last name, publication
year, and the page number in parentheses must be placed at the end of the quotation, e.g.

He stated, “The use of data warehouses may be limited,” but he did not fully explain
the possible impact (Mirkovi¢, 2001, p. 201).

S Summary or paraphrase

According to Mirkovi¢ (1991), limitations on the use of databases can be external
and software-based, or temporary and even discretion-based (p.201).

Limitations on the use of databases can be external and software-based, or
temporary and even discretion-based (Mirkovié, 1991, p. 201).

< One author

Boskov (2005) compared the access range...

In an early study of access range (Boskov, 2005), it was found...
S When there are two authors, both names are always cited:

Another study (Mirkovi¢ & Boskov, 2006) concluded that...

< If there are three to five authors, all authors must be cited the first time. For subsequent
references, the first author’s name will cited, followed by “et al.”.

(Jovanov, Boskov, Peri¢, Boskov, & Straki¢, 2004).

In subsequent citations, only the first author’s name is used, followed by “et al.” in the
introductory phrase or in parentheses:

According to Jovanov et al. (2004), further occurences of the phenomenon tend to
receive a much wider media coverage.

Further occurences of the phenomenon tend to receive a much wider media coverage
(Jovanov et al., 2004).

In “et al.", “et” is not followed by a full stop.



< Six or more authors

The first author’s last name followed by "et al." is used in the introductory phrase or in
parentheses:

Yossarian et al. (2004) argued that...
... not relevant (Yossarian et al., 2001).
< Unknown author

If the work does not have an author, the source is cited by its title in the introductory
phrase, or the first 1-2 words are placed in the parentheses. Book and report titles must be
italicized or underlined, while titles of articles and chapters are placed in quotation marks:

A similar survey was conducted on a number of organizations employing database
managers ("Limiting database access", 2005).

If work (such as a newspaper editorial) has no author, the first few words of the title are
cited, followed by the year:

(“The Objectives of Access Delegation,” 2007)

Note: In the rare cases when the word "Anonymous" is used for the author, it is treated as
the author's name (Anonymous, 2008). The name Anonymous must then be used as the
author in the reference list.

< Organization as an Author

If the author is an organization or a government agency, the organization must be men-
tioned in the introductory phrase or in the parenthetical citation the first time the source is
cited:

According to the Statistical Office of the Republic of Serbia (1978), ...

Also, the full name of corporate authors must be listed in the first reference, with an abbre-
viation in brackets. The abbreviated name will then be used for subsequent references:

The overview is limited to towns with 10,000 inhabitants and up (Statistical Office
of the Republic of Serbia [SORS], 1978).

The list does not include schools that were listed as closed down in the previous
statistical overview (SORS, 1978).

9 When citing more than one reference from the same author:
(Bezjak, 1999, 2002)

S When several used works by the same author were published in the same year, they
must be cited adding a, b, ¢, and so on, to the publication date:

(Griffith, 2002a, 2002b, 2004)
S Two or more works in the same parentheses

When two or more works are cited parenthetically, they must be cited in the same order as
they appear in the reference list, separated by a semicolon.

(Bezjak, 1999; Griffith, 2004)



S Two or more works by the same author in the same year

If two or more sources used in the submission were published by the same author in the
same year, the entries in the reference list must be ordered using lower-case letters (a, b,
c...) with the year. Lower-case letters will also be used with the year in the in-text citation
as well:

Survey results published in Theissen (2004a) show that...
9 To credit an author for discovering a work, when you have not read the original:
Bergson’s research (as cited in Mirkovi¢ & Boskov, 2006)...
Here, Mirkovi¢ & Boskov (2006) will appear in the reference list, while Bergson will not.
S When citing more than one author, the authors must be listed alphabetically:
(Britten, 2001; Sturlasson, 2002; Wasserwandt, 1997)
S When there is no publication date:
(Hessenberg, n.d.)
S Page numbers must always be given for quotations:
(Mirkovi¢ & Boskov, 2006, p.12)

Mirkovi¢ & Boskov (2006, p. 12) propose the approach by which “the initial
viewpoint...

2 Referring to a specific part of a work:
(Theissen, 2004a, chap. 3)
(Keaton, 1997, pp. 85-94)

< Personal communications, including interviews, letters, memos, e-mails, and tele-
phone conversations, are cited as below. (These are not included in the reference list.)

(K. Ljubojevi¢, personal communication, May 5, 2008).

3. Footnotes and Endnotes

A few footnotes may be necessary when elaborating on an issue raised in the text, adding
something that is in indirect connection, or providing supplementary technical information.
Footnotes and endnotes are numbered with superscript Arabic numerals at the end of the
sentence, like this.' Endnotes begin on a separate page, after the end of the text. However,
journal does not recommend the use of footnotes or endnotes.
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